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ABSTRACT

We are interested in verifying game-theoretic properties such as strategyproofness for auction protocols in open agent systems. Model checking provides an automatic way of carrying out such proofs. However it may suffer from state space explosion for large models. To improve the performance of model checking, abstractions were used along with the Spin model checker. We applied the technique to the Vickrey auction. Numerical results showed the limits of relying solely on Spin. To reduce the state space required by Spin, two property-preserving abstraction methods were applied: firstly the classical program slicing technique, which removes irrelevant variables with respect to the property; the second replaces large data, possibly infinite values of variables, with smaller abstract values. This enabled us to model check the strategy-proofness property of the Vickrey auction for unbounded bid ranges and for any number of agents.
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1. INTRODUCTION

Trust is a major concern in agent-mediated eCommerce systems. To tackle this, much research has been carried out to develop game theory mechanisms which guarantee desirable properties for the system, even in the face of agents who are willing to lie or cheat; for example, there are mechanisms which can guarantee that a system is robust to agents bidding falsely or colluding. These mechanisms work perfectly well in a closed Multi-Agent System (MAS) when designers can program agents in full knowledge of the favourable properties of the mechanism. However, it is not clear how such mechanisms could be used in open systems where agents might have to interoperate between different institutions. A roaming agent arriving at an institution where a new, previously unseen, protocol is in use, will need to understand the rules of engagement in much the same way human agents can. This is a major stumbling block for agent-mediated eCommerce, which does indeed envisage a future with open systems of roaming agents; it has been recognised as a “major challenge facing computer scientists” [2].

In this paper we assume that there is some standard language in which the rules of the auction can be written and published. A roaming agent who arrives at a foreign institution can download a protocol and analyse it in order to make a decision about whether or not to participate, and what strategy to use. The challenge now is for the roaming agent, with bounded computing resources, to be able to automatically check some of the game-theoretic properties of the protocol. We focus on dominant strategy equilibrium, which means the game has the property of strategy-proofness; this gives agents an incentive to bid their true valuations. Game theoretic properties such as strategy-proofness rely on very strong assumptions; it is required that the property be common knowledge among the players. If the common knowledge of the equilibrium is not achieved, then agents cannot expect it to be played [3].

Model checking provides an automatic way of carrying out the verification of game-theoretic properties of a given auction mechanism. However it may suffer from state space explosion for large models. We considered the case of the Vickrey auction and checked its strategy-proofness using the Spin model checker [4]. Numerical results showed the limits of relying solely on Spin. To reduce the state space required by Spin, two property-preserving abstraction methods were applied: the first is the classical program slicing technique [7], which removes irrelevant variables with respect to the property; the second replaces large data, possibly infinite values of variables with smaller abstract values. This enabled us to model check the strategy-proofness property of the Vickrey auction for unbounded bid ranges and for any number of agents.
2. VERIFYING BY MODEL CHECKING

We have considered a simple Vickrey auction where \( n \) agents bid for a single item. Each agent has a private valuation \( v \) of the item. The highest bidder wins the item but pays the second highest bid \( p \), getting the utility \( u = v - p \). A losing bidder pays nothing and has a zero utility. We formally specified the auction using the Promela process modeling language [4]. We then verified some game-theoretic properties using the SPIN model checker [4]. These properties are expressed as Promela assertions in a model parameterized by the range of the bids (set \( A \) of actions) and the number of agents \( n \).

For a given agent \( i \), we evaluate its utility \( u^* \) when bidding its true valuation and its utility \( u_i \) otherwise, and check the assertion \( u_i^* \geq u_i \) in all the possible game configurations specified by the property. For the strategy-proofness property the number of possible configurations represents all possible strategy profiles, which is exponential in the number of agents, and hence computationally expensive.

Table 1 shows runtime statistics for the checking of the strategy-proofness property. We fixed the bid range and varied the number of agents. We observe that beyond a certain number of agents, the amount of the memory required varied the number of agents. We observe that beyond a certain number of agents, the amount of the memory required.

<table>
<thead>
<tr>
<th>Number of players</th>
<th>Memory(Mb)</th>
<th>CPU Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>146.72</td>
<td>1.20</td>
</tr>
<tr>
<td>300</td>
<td>795.92</td>
<td>6.44</td>
</tr>
<tr>
<td>500</td>
<td>904.20</td>
<td>7.20</td>
</tr>
<tr>
<td>600</td>
<td>1083.30</td>
<td>8.29</td>
</tr>
<tr>
<td>700</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Statistics for the strategy-proofness property in a Vickrey Auction (bids are from 0 to 1000).

3. ABSTRACT MODEL CHECKING

We used two property-preservation abstraction methods to reduce the costs involved in checking: firstly, program slicing, used to remove portions of code in program analysis which are not relevant to a given criterion [7], and secondly abstract interpretation [1].

(1) Removal of Irrelevant Constructs: This is the program slicing technique used to remove portions of code in program analysis which are not relevant to a given criterion [7]. A typical criterion is a line of the program – the slice contains those commands which affect the variables in that line. Another criterion is a set of variables – the slice contains those commands affecting these variables. We identify dependency relationships among variables: \( v_1 \prec v_2 \), for variables \( v_1, v_2 \), holds if the computation of \( v_1 \) depends on the value of \( v_2 \). To illustrate this abstraction, let us consider the Vickrey auction example for two agents shown on the left-hand side of Figure 1. Let us suppose we want to check the assertion \( u_{i1} \geq u_1 \) where \( u_{i1} \) and \( u_1 \) are, respectively, the utilities of agent 1 when it bids its valuation and any other number. The variable dependencies of the auction are \( x_1 \prec x_2 \), \( x_2 \prec x_1 \), \( u_1 \prec u_1 \), \( u_2 \prec v_2 \), \( u_2 \prec x_1 \); they describe the flow of data among the variables and (in the case of the if test) how variables depend on one another to define the flow of execution. We show on the right-hand side of Figure 1 a slice of the Vickrey auction, in which all commands referring to \( u_2 \) have been removed.

(2) Redefining Strategy Space via Abstract Values: An abstraction provides a mapping of the original (concrete) domain (and associated search space) onto a less complex (abstract) domain, enabling us to eliminate irrelevant details. We perform the checking using the abstract model, and later decide if the property still holds in the concrete model. Since we represent games as computer programs, our search space is the state domain, that is, the execution state of the program containing the values of all its variables and the current point of the execution flow.

Definition 3.1. A finite game is a transition system \( \Sigma = \langle N, A, S, \theta, \rho, \eta \rangle \) where \( N, A, S \) are non-empty sets of agents, strategies and states respectively:

- \( \theta : S \rightarrow \text{Boolean} \) is true for at least one element of \( S \) (called initial state);
- \( \rho : S \times S \rightarrow \text{Boolean} \) is a transition relation, and
- \( \eta : S \rightarrow \text{Boolean} \) is true for at least one element of \( S \) (called final state).

For each final state we associate a utility to each agent. A reachable state of \( \Sigma \) is a state that can be reached following a finite sequence of transitions from an initial state. A reachable transition is a transition from a reachable state.

We introduce the abstract version of the previous concept:

Definition 3.2. An abstract finite game \( \hat{\Sigma} = \langle \hat{N}, \hat{A}, \hat{S}, \hat{\theta}, \hat{\rho}, \hat{\eta} \rangle \) is an abstraction of \( \Sigma = \langle N, A, S, \theta, \rho, \eta \rangle \) if there exists a mapping \( \alpha : S \rightarrow \hat{S} \) such that

- for all states \( s \in S \), \( \hat{\theta}(\alpha(s)) \)
- for all states \( s, s' \), \( \hat{\rho}(s, s') \rightarrow \hat{\alpha}(\alpha(s), \alpha(s')) \)

The mapping \( \alpha \) is called an abstraction map. Its inverse \( \gamma \), associating an abstract state \( \hat{s} \) to a concrete state \( s \), is called a concretization map.

Abstract maps usually rely on over-approximations to produce, for every point of the program, an abstract state \( \hat{s} \) such that \( \gamma(\hat{s}) \) contains all the corresponding concrete states \( s \) in \( S \) and transition \( \rho \) is a concretization map.

Abstraction maps usually rely on over-approximations to produce, for every point of the program, an abstract state \( \hat{s} \) such that \( \gamma(\hat{s}) \) contains all the corresponding concrete states \( s \) in \( S \) and transition \( \rho \) is a concretization map.

Abstraction maps usually rely on over-approximations to produce, for every point of the program, an abstract state \( \hat{s} \) such that \( \gamma(\hat{s}) \) contains all the corresponding concrete states \( s \) in \( S \) and transition \( \rho \) is a concretization map.
A lattice is complete if any two elements \( x, y \in L \) have a greatest element \( (x \sqcup y) \) and a least element \( (x \sqcap y) \). An example of complete lattice is the power set domain with the usual set operators.

The game-theoretic properties we are interested in are first-order logic formulae (denoted as \( \varphi \)) that can be expressed in \( \Sigma \) and their abstract counterparts \( \hat{\varphi} \) in \( \widehat{\Sigma} \). It is important to ensure that whenever a property \( \varphi \) is violated in the concrete domain \( \Sigma \), its abstraction \( \hat{\varphi} \) is also violated in the abstract domain \( \widehat{\Sigma} \).

**Definition 3.4.** An abstraction \( \alpha : (\Sigma, \varphi) \rightarrow (\widehat{\Sigma}, \hat{\varphi}) \) is sound if whenever \( \hat{\varphi} \) holds in \( \widehat{\Sigma} \), then \( \varphi \) holds in \( \Sigma \). An abstraction \( \alpha : (\Sigma, \varphi) \rightarrow (\widehat{\Sigma}, \hat{\varphi}) \) is complete if whenever \( \varphi \) holds in \( \Sigma \), then \( \hat{\varphi} \) holds in \( \widehat{\Sigma} \).

### 3.1 Building Abstractions for Auctions

Finding an abstraction map is not an easy task and depends on the property to be checked. In our work, abstraction is a way of minimising the explosion on the number of states of the concrete model as illustrated in Section 2.

The principal cause of the explosion in the number of states observed in Section 2 is the exponential input data required by the strategy-proofness property. This input data describes all the strategy profiles for \( n \) players the auction.

We reduce the possible strategy profiles by not considering every possible bid of an agent, but instead considering the significant ranges of bids. Given the valuation \( v_i \) of an agent \( i \) for a single item, we can distinguish the following three strategies its opponents may adopt: (i) bid higher than \( v_i \); (ii) bid exactly \( v_i \); (iii) bid lower than \( v_i \).

We define the following types for agents competing with agent \( i \), corresponding to the strategies above:

\[
T_k = \{ x \in \mathbb{R} \mid x > v_i \geq 0 \} \\
T_e = \{ x \in \mathbb{R} \mid x = v_i \} \\
T_l = \{ x \in \mathbb{R} \mid 0 < x < v_i \}
\]

All the configurations of the game involving agent \( i \) with respect to its opponents can be described by agent \( i \)'s bid against the bids of the typed agents in the set \( T = \{ T_k, T_e, T_l \} \). Consider the following three mappings with signature \( A^{n-1} \rightarrow T \) and projecting each component of a vector \( x_{-i} \in A^{n-1} \) to a type \( t \in T \) as follows:

\[
\text{proj}_k(x_{-i}) = \{ x_j \in T_k \mid j \neq i \} \\
\text{proj}_e(x_{-i}) = \{ x_j \in T_e \mid j \neq i \} \\
\text{proj}_l(x_{-i}) = \{ x_j \in T_l \mid j \neq i \}
\]

The mapping \( \text{proj}_k \) projects all components of the vector \( x_{-i} \) that are greater than \( v_i \) to the data type \( T_k \). Similarly \( \text{proj}_e \) and \( \text{proj}_l \) are projections on \( T_e \) and \( T_l \) respectively. Let us consider \( f : A^{n-1} \rightarrow 2^T \) mapping an element \( x_{-i} \in A^{n-1} \) to an element \( \bar{x}_{-i} = f(x_{-i}) \) of the powerset \( 2^T \) as follows:

\[
\bar{x}_{-i} = \begin{cases} 
T_k & \text{if } \text{proj}_k(x_{-i}) = \varnothing \\
T_e & \text{if } \text{proj}_e(x_{-i}) = \varnothing \\
T_l & \text{if } \text{proj}_l(x_{-i}) = \varnothing \\
T_k \vee T_e & \text{if } \text{proj}_k(x_{-i}) \neq \varnothing \text{ and } \text{proj}_e(x_{-i}) \neq \varnothing \\
T_k \vee T_l & \text{if } \text{proj}_k(x_{-i}) \neq \varnothing \text{ and } \text{proj}_l(x_{-i}) \neq \varnothing \\
T_l \vee T_e & \text{if } \text{proj}_e(x_{-i}) \neq \varnothing \text{ and } \text{proj}_l(x_{-i}) \neq \varnothing \\
T_k \vee T_e \vee T_l & \text{otherwise}
\end{cases}
\]

By construction, \( f \) maps every vector of \( A^{n-1} \) to its equivalent type in the complete lattice \( L = (2^T, \vee, \wedge, \emptyset, \sqsubseteq) \). The mapping \( f \) induces an equivalence relation whose equivalence classes represent state variables; these state variables correspond to elements of the powerset \( 2^T \).

Let \( x_k, x_e, x_l \) be the equivalent classes associated to the types \( T_k, T_e, T_l \) respectively. \( x_k, x_e, x_l \) are abstract variables that will be used in the transformed (abstract) program. Concrete arithmetic operations, e.g., \( +, -, *, <, > \), must also be transformed so as to manipulate the abstract variables \( x_k, x_e, x_l \). Moreover, the variables \( x_k, x_e, x_l \) cover real values that are greater than or equal to zero. However, the arithmetic operation "-" forces us to consider negative values as well, which we denote by \( x_n \). We can therefore partition the set \( R \) into the subsets represented by the equivalent classes \( x_n, x_k, x_e, x_l \) and \( x_h \). The abstract variables \( x_n, x_k, x_e, x_l \), and \( x_h \) represent the real-valued intervals \((-\infty, 0], [0, v_i], [v_i, v_l], \) and \([v_l, \infty)\) respectively.

<table>
<thead>
<tr>
<th>( x_n )</th>
<th>( x_k )</th>
<th>( x_e )</th>
<th>( x_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_k )</td>
<td>( x_n )</td>
<td>( x_e )</td>
<td>( x_l )</td>
</tr>
<tr>
<td>( x_l )</td>
<td>( x_k )</td>
<td>( x_h )</td>
<td>( x_k )</td>
</tr>
<tr>
<td>( x_h )</td>
<td>( x_k )</td>
<td>( x_k )</td>
<td>( x_k )</td>
</tr>
</tbody>
</table>

Table 2: Signature of Abstract Subtract \(-\text{abs}\)

Table 2 shows the signature of the abstract operation \(-\text{abs}\) (the abstract counterpart of subtraction). The first column of the table shows the values of the first parameter of the operation \(-\text{abs}\); the top row contains the values of the second parameter; the various outcomes of the operation are the table cells. If the result of the abstract operation belongs to a set of equivalence classes (as opposed to a single equivalence class) then this indicates a lack of knowledge about the abstract variables since they over-approximate concrete values in the original program. This inaccuracy is modeled by the model checker SPIN as a non-deterministic choice over the set of values in the set.

It follows that the mapping \( f \) enables us to transform concrete data and operations from the original program into corresponding abstract data and operations in the transformed program. The states and transitions in the abstract program are defined to be those induced by the states and transitions in the abstract program. Consequently, we have built up an abstraction map \( \alpha : \Sigma \rightarrow \widehat{\Sigma} \) from the concrete domain into the abstract domain. An important issue is whether the abstraction \( \alpha \) is sound for the game-theoretic property to be checked. For that purpose, we need to express the property in the obtained abstract domain.

### 3.2 Abstracting Properties

In the abstract model, the valuations \( v_i \), bids \( b_i \in A_i \), payment \( p_i \), and utilities \( u_i \) of the agents become abstract variables \( \hat{v}_i \), \( \hat{b}_i \in \hat{A}_i \), \( \hat{p}_i \in \hat{A}_i \) respectively. All original operations are also transformed into abstract operations manipulating the defined abstract types. The strategy-proofness property becomes \( \hat{\varphi} \) as follows:

\[
\forall i, \forall \hat{v}_i, \forall \hat{b}_i, \forall \hat{p}_i \in \hat{A}_i, \exists \hat{u}_i(\hat{v}_i, \hat{b}_i, \hat{p}_i) \geq \text{abs} \hat{u}_i(\hat{v}_i, \hat{b}_i, \hat{p}_i).
\]

Using our abstraction \( \alpha \), we have \( \hat{A}_i = \{ x_k, x_e, x_l \} \), which is a partition of \( A_i \), and \( \hat{A}_i \) is isomorphic to \( 2^T \) (which we denote by \( A_i \equiv 2^T \)). We now need to prove that our abstraction \( \alpha \) is sound. This is established by the following:
Lemma 3.5. The abstraction map \( \alpha : (\Sigma, \varphi) \rightarrow (\hat{\Sigma}, \hat{\varphi}) \) is sound.

**Proof:** We need to prove that if the strategy-proofness property \( \hat{\varphi} \) holds in \( \hat{\Sigma} \), then its equivalent version \( \varphi \) holds in \( \Sigma \). We do so by proving that the behaviours in the abstract program over-approximate the behaviours in the concrete program. From the viewpoint of agent \( i \), strategy-proofness in the abstract domain means:

- If \( i \) has opponents of one type \( T_h, T_e \), or \( T_i \), then the inequality (1) must be true for all \( \hat{b}_i \in \hat{A}_i \) and \( \hat{b}^{-}_i \) taking the values representing the equivalence classes \( x_h, x_e, \) or \( x_i \) of the abstraction \( \alpha \) respectively.
- If \( i \) has opponents of two types \( \{T_h, T_e\}, \{T_e, T_i\}, \) or \( \{T_e, T_i\} \), then the inequality (1) must be true for all \( \hat{b}_i \in \hat{A}_i \) and \( \hat{b}^{-}_i \) taking the values \( x_h \) and \( x_e \), \( x_h \) and \( x_i \), or \( x_e \) and \( x_i \) of the abstraction \( \alpha \) respectively.
- If \( i \) has opponents of three types \( \{T_h, T_e, T_i\} \), then the inequality (1) must be true for all \( \hat{b}_i \in \hat{A}_i \) and \( \hat{b}^{-}_i \) taking the values \( x_h, x_e, x_i \).

By construction, the inverse \( f^{-1} \) of the mapping \( f \) associates each element of \( \hat{A}^{-}_i \equiv 2^T \) to a subset of \( A^{-}_i \) and clearly

\[
\bigcup_{a \in \hat{A}^{-}_i} f^{-1}(a) = A^{-}_i.
\]

Furthermore, \( \hat{A}_i \) is a partition of \( A_i \). It follows that the abstraction map \( \alpha \) is sound. \( \square \)

3.3 An Abstract Model-Checking Algorithm

To check the strategy-proofness property for a given player amounts to checking bidding \( x_i \) gives the maximum utility in all the following settings: (i) its opponents of single type can bid a single value \( x_h, x_e, \) or \( x_i \); (ii) its opponents of two types can bid the tuples \( (x_h, x_e), (x_h, x_i), \) or \( (x_e, x_i) \); (iii) its opponents of three types can bid the tuple \( (x_h, x_e, x_i) \).

This reduces the strategy space from the size \( |A|^mn \) initially to \( (3 \times 7)^m \), three for agent \( t \) and seven for its opponents. If the number of items \( m = 1 \) as, for example, in the Vickrey auction, this is easy to check. Notice that our abstraction is only sound – this means that if the property is true in the abstract domain, then, it is true in the concrete domain. If, however, the property does not hold in the abstract model, then SPIN will generate a counter-example. The generated counter-example may be due to spurious behaviour caused by approximations in the abstract model or it may be genuine. Techniques have been developed to cope with such scenarios, see for example [5, 6].

We have implemented this algorithm for checking strategy-proofness in the Vickrey auction. For this simple single item auction, we have designed and implemented the abstract variables and related operations, thus building up an abstract program modelling the auction. Then, we checked the abstracted strategy-proofness property using our algorithm. In the results shown in Table 3, AMCA stands for the abstract model checking algorithm hereby outlined and Slicing stands for the application of the program slicing optimisation. These results show that for the Vickrey auction, the number of players and the bid range cease to be a factor of state space explosion and that strategy-proofness can be checked using a small amount of computer resources. Moreover, the program slicing technique improved slightly the checking as expected in this case.

<table>
<thead>
<tr>
<th>Memory (Mb)</th>
<th>AMCA</th>
<th>AMCA &amp; Slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Time (s)</td>
<td>3.65</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>0.31</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 3: Statistics for the strategy-proofness property in a Vickrey Auction with an unbounded number of players using the proposed two abstractions

4. CONCLUSION

We have considered auction mechanisms expressed in a formal language, and automatically checked desirable properties such as strategy-proofness. We have presented numerical results showing the computational limits of using a plain (exhaustive) model checking approach. These limits are due to the state space explosion problem. To enhance this approach, we have combined model checking and abstract interpretation. We have proposed two property-preserving abstractions. The first is the classical program slicing technique; the second is novel and tailored to the problem of verifying game equilibria. This allowed us to verify the Vickrey auction, regardless of the number of bidders and their bid range (which was not feasible by exhaustive model checking). Note that although the abstraction requires some creativity from the human designer, once the appropriate abstraction is found, it can be published along with the mechanism, to facilitate automatic checking by agents. In summary, we have shown that computationally verifiable mechanisms are feasible in principle. Such mechanisms are useful for agent scenarios wherein trust in the system must be guaranteed and entry-deterrence must be tackled in order to attract more participants.
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