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Abstract

Information retrieval (IR) systems are responsible for the storage and retrieval of large amounts of data in an efficient manner. An important subtask of IR is searching, which deals with retrieving documents stored within the system in response to a user’s information needs.

Many IR systems deal with text documents, and a myriad of techniques has been proposed to fulfil this task. All techniques attempt to classify documents based on their relevance to the user’s needs. Amongst the most popular of approaches, due to both their simplicity and relative effectiveness, are vector based techniques based on a scheme utilising the frequency of words in the document and document collection. One class of these schemes is known as tf.idf. While popular, tf.idf schemes have very little theoretical grounding, and in many cases, their performance is not adequate.

This research seeks to find alternative vector schemes to tf.idf. This is achieved by using a technique from machine learning known as genetic programming. Genetic programming attempts to search a program space for “good” solutions in a stochastic directed manner. This search is done in a manner motivated by evolution, in that the good programs are more likely to be combined to form new programs, while poor solutions die off.

Within this research, evolved programs consisted of a subset of possible classifiers, and one program was deemed better than another if it better classified documents as relevant or irrelevant to a user query.

The contribution of this research is an evaluation of the effectiveness of using genetic programming to create classifiers in a number of IR settings. A number of findings were made: It was discovered that the approach proposed here is often able to outperform the basic tf.idf method: on the CISI and CF datasets, improvements of just under five percent were observed. Furthermore, the form of the evolved programs indicates that classifiers with a structure different to tf.idf may have a useful role to play in information retrieval methods. Lastly, this research proposes a number of additional areas of investigation that may further enhance the effectiveness of this technique.
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Chapter 1

Introduction

1.1 Problem Introduction and Motivation

Individuals have access to ever increasing amounts of digital information. Similarly, organisations are storing increasing amounts of their “corporate knowledge” in digital forms. When faced with a task requiring specific information, users require tools that provide them with fast access to relevant information.

An information retrieval (IR) system is a system that caters for the storage and retrieval of electronic data. Often, the data stored in an IR system consists of text documents, but more and more IR systems cater for multimedia content such as video and audio [5].

Data stored within an IR system is accessed by posing an information request to the system, usually in the form of a query describing the desired data. The system then returns that data which it deems to be relevant in answering the query.

While IR systems are gaining popularity due to the lack of alternatives in managing the overwhelming amount of electronic data, the quality of their responses is still poor [2]. Increasing the appropriateness of the results returned by IR systems is critical to dealing with the ever rising amounts of data that people and organisations must handle.

1.1.1 The Information Retrieval Process

Traditional IR systems focus on the retrieval of documents from a collection based on a query provided to the system by the user. After processing the query, the system returns a list of documents to the user, usually consisting of the document title and a short extract. The list of documents is most commonly sorted with the ordering based on the system’s belief of the document relevance to the user’s query.

One of the most popular paradigms in IR, due to its relative power and simplicity, is the vector model of IR. In this approach, documents and queries are represented as vectors, with each element within the vector taking on a value based on the presence or absence of a word within the text. To determine the relevance of a document for a given query, a similarity operation (normally a dot product) is conducted on the vectors, yielding a single number.
The value assigned to a vector element is commonly computed using one of a family of weighting algorithms known as \textit{tf.idf} — these algorithms are based on the term frequency (tf) and inter-document frequency (idf) of words appearing in the documents. Empirical studies [41] indicate that \textit{tf.idf} approaches, while simple, are very effective. However, nothing indicates that \textit{tf.idf} type approaches are optimal in any theoretical sense. The research presented here builds on this fact by performing a search through a portion of the space of possible weighting techniques, attempting to find algorithms that return documents more relevant to a user’s needs, as compared with standard \textit{tf.idf}. The search is performed using genetic programming (GP).

1.1.2 Genetic Programming

The genetic programming paradigm attempts to “evolve” programs well suited to performing a specific task. By creating a large population of individual programs, GP can perform a highly parallel search of program space. Programs from the population that appear best suited to solve the given task are copied, perhaps with modifications, to form a new generation of programs. This new generation is then once more evaluated on the task, and the process is repeated until one either runs out of patience or programs that solve the task sufficiently well are found.

Genetic programming was used to create new evaluation functions. These functions were rated based on how well they classify documents over queries taken from a training set. Functions that accurately rate documents as relevant (or irrelevant) were allowed to propagate to the next generation.

1.2 Statement of problem and objectives of the research

Over the years, many different weighting schemes have been proposed for vector based IR. This research proposes another method of creating effective weighting algorithms. The research question that I attempt to answer is:

\emph{Can a weighting algorithm be produced using genetic programming methods that}

1. \emph{has better recall and precision than existing weighting schemes}

2. \emph{operates well on generalised document collections, and}

3. \emph{requires the same order of magnitude of resources (computing power, time) as existing methods?}

The objectives of this research are to:

1. Determine the feasibility of using GP approaches to discover new indexing algorithms.

2. Determine the effectiveness of algorithms created using this approach to answer queries posed on general collections.

Achieving these objectives leads to either the creation of a new indexing algorithm, or further validation for the continued use of an existing indexing approach.
1.3 Organisation of the research report

The remainder of the report is structured as follows:

Chapter 2 – Background. This chapter presents the background literature that relates to GP and IR. An overview of GP is given, starting with a look at genetic algorithms (GA). The three dominant models of IR are then examined, after which extensions to these models are presented. The evaluation of IR systems poses some problems, and is therefore discussed in some detail. Extensions to the basic IR model are then described. The chapter concludes with an examination of the application of machine learning techniques to IR, with a focus on GP.

Chapter 3 – Applying GP to IR. In this chapter, the approach taken within this research is discussed in further detail. The experimental setup is examined, and details of the experimental setup are provided.

Chapter 4 – Results and Evaluation. This chapter reports on the results obtained from running the experiments. This chapter also interprets and analyses the results, attempting to understand what they mean in the context of the approach, as well as why the experiments yielded the results they did.

Chapter 5 – Conclusions and Further Research. This chapter discusses the experiments, results, and research as a whole in the context of the field of information retrieval. It also suggests some ideas for the extension of this research.

1.4 Summary of results

Overall, the approach proposed by the research appears to have some merit. Improvements of close to five percent in retrieval accuracy were seen in some experiments, and, as Chapter 5 shows, many possible enhancements exist for further improving performance.

It was seen that the ability of the genetic programming to generate applicable classifiers appeared dependent on the amount of available training data. Thus, while the approach performed poorly in some of the experiments, much of this could be attributed to the small size of the data set available for training within that experiment.
Chapter 2

Background

This chapter aims to provide the reader with the background necessary to evaluate the research described by this document.

This chapter begins by providing an overview of the genetic programming paradigm. The following section gives a brief survey of some common information retrieval techniques. Methods for evaluating the effectiveness of an IR system are then examined, followed by an examination of the effectiveness of various IR schemes. After examining ways of improving the performance of basic IR techniques, machine learning in IR is discussed.

2.1 Genetic Algorithms and Genetic Programming

Genetic programming is a machine learning technique that is used to generate programs that can perform a specific set of tasks. GP has been successfully used in a number of areas, including circuit design [30], robotics [13], and artificial life research [10].

Before venturing into an examination of genetic programming, a brief aside must be taken to look at genetic algorithms. A more detailed discussion of both of these topics can be found in Mitchell’s book [31].

2.1.1 Genetic Algorithms

Genetic algorithms [23] describe a set of optimisation techniques that, given a goal or fitness function, are used to search a space for optimal points. The space is searched in a directed, stochastic manner, and the method of searching borrows some ideas from evolution.

An application of a genetic algorithm contains a population of individuals, each representing a point in the space. Each individual has an associated fitness value, calculated using a global fitness function, which reflects how close the individual is to an optimal solution. The population is evolved through successive generations, with the population at each generation “bred” from the fittest members of the previous generation. Other parameters for controlling the genetic algorithm are: the population size, the maximum number of generations to be run, and parameters controlling the details of breeding.
Most commonly, an individual consists of a fixed length vector (also known as its chromosome), and the individual’s fitness is computed directly from this vector. If any individual is found with a fitness exceeding a predetermined threshold, the algorithm terminates, and that individual is returned as the solution to the problem. The run is also terminated if the maximum number of generations have been bred, in which case the fittest individual is found and returned. If the run is not terminated, a new generation is bred.

Many different methods for breeding the new generation of individuals have been proposed. In the most common approach, each time an individual in the new generation is to be created, a breeding operation is selected probabilistically from reproduction, crossover, or mutation. The probability of a specific operation being selected is based on prespecified parameters. The selected breeding operation is then carried out on various individuals in the population, with higher fitness individuals more likely to be operated upon.

The reproduction operation involves copying the selected individual into the next generation.

Crossover creates a number of new individuals from the same number of old individuals by randomly recombining chosen subvectors from the selected individuals in the old population. Usually, crossover operates on a pair of individuals, in which case it resembles biological sexual reproduction, with the new individuals consisting of parts of their parents.

Mutation operations create a new individual from an existing individual by randomly changing the value of one of the individual’s vector components. Some genetic algorithm schemes do not treat mutation as a unique breeding operation, instead, every time reproduction or crossover occurs, a small probability exists that the resulting individual will be mutated.

Common variations on this basic scheme include limiting the number of times a breeding operation can occur within a single generation, and altering the method by which individuals are selected for breeding. More complex operations [17] include using diploid chromosomes (pairs of vectors, with dominant components contributing to the fitness evaluation), position independent components, and a number of other operators to improve genetic algorithm performance.

In practice, genetic algorithms have proven very effective in searching through complex, highly non-linear, multidimensional search spaces [4]. Another attractive feature is the fact that they are highly domain independent: the algorithm needs no information about the problem domain, as it is the implementor’s responsibility to define “good” vector and fitness representations, using their domain knowledge.

2.1.2 Genetic Programming

A program designed to solve a particular class of problems can be thought of as residing at a point on a scalar field (a scalar function evaluated at every point in the space) within the space of all possible programs. The field is calculated according to the error of the program at satisfying the class of problems [27].

Genetic programming, first introduced by Koza [25] adapts the approach used in genetic algorithms to search through program space in an attempt to find a program which solves a predefined problem as accurately as possible.

A number of obstacles exist when attempting to use genetic algorithms directly. Firstly, it is difficult to find a fixed size vector representation for a set of programs, as program lengths vary. Similarly, determining
a natural representation for instructions as vector components is not trivial. Finally, a way of performing the various breeding operations needs to be determined.

On the other hand, determining fitness for an individual program is trivial: simply run the program on a number of datasets for which results are known, and set the program’s fitness value in inverse proportion to the deviation of the output from the expected result.

To overcome the difficulties described above, genetic programming usually models a program as a variable sized tree. Each node in the tree represents an operation, which takes in values computed by its children as parameters. Terminal nodes commonly represent input values taken from the problem domain. Figure 2.1 illustrates a parse tree representation of a program used to calculate the term weightings of a single term in information retrieval, as described in Section 2.2.

![Parse Tree Representation](image)

Figure 2.1: A parse tree representation of the tf.idf function \( \frac{r}{M} \ln \frac{N}{n} \). Terminal nodes \( r, M, N, \) and \( n \) represent various document attributes, as described in Table 3.1.

The operation of the nodes in a GP is predefined by the implementor — the only freedom the algorithm has is in deciding on the structure and size of the node tree.

By operating on the tree, a process similar to the one described in the previous section can be followed to create a program suitable for the problem domain:

1. A population of random programs, represented as parse trees, with nodes representing possible operations, is created. It is often possible to shorten training times, as well as integrate domain knowledge into the algorithm by introducing hand crafted programs as well as random programs into the initial population.

2. The population is run over a set of sample data from within the problem domain, and a fitness measure is allocated to each program based on the accuracy of its result.

3. A new generation is bred by carrying out breeding operations on the programs from the current generation. Programs with a higher fitness are more likely to be operated upon.
4. The process is repeated until a certain number of generations has been created, or a program with sufficient fitness is bred.

The breeding operations discussed in the previous section carry through in a straightforward manner. The copy operation moves a program tree into the next generation unchanged. Crossover operations involve deciding on a crossover point within the two programs to be mixed, and then moving the subtree below the point from the first program to the second, and vice-versa. Mutation is only sometimes used, and involves a two stage process: initially a mutation point, consisting of a node in the tree, is selected. The subtree below this point is then removed, and replaced with a randomly generated subtree, possibly of a different size to the original. Additional, rarely used, operations in GPs involve permutation, where the subtree below the permutation point is reversed, and editing, which uses prespecified rules to simplify the program (for example, by changing all Boolean disjunction expressions with identical child nodes to a single instance of the child node).

A commonly encountered problem in genetic programming is the handling of different types in the parse tree. This situation arises when child nodes return values that cannot be handled by a parent node (for example, a node returning a true or false value to a node that expects an integer). A number of methods exist to deal with this problem [25]: it is possible to deem all programs where this occurs unfit, thereby minimising their chances of progressing to the next generation. In some cases, it is possible to massage the returned types into a form suitable for consumption by the parent — in the previous example, truth could be represented by 1, and falsehood by 0, allowing a node expecting integers to handle this situation.

A related problem, with similar solutions, involves dealing with illegal operations. An example of this would involve a division node asked to divide any number by 0. An alternate solution to this problem would involve modifying the operation to handle illegal data. For example, in the division by zero case, the division operator could be modified to set the denominator to a very small but non-zero value.

Overtraining, also known as overfitting, is a problem that GP shares with many other machine learning techniques. The definition for overtraining used here is similar to Mitchell’s definition of overfitting for decision trees [31]: Given a program space $P$, a program $p \in P$ is said to overfit the training data if there exists some alternative program $p' \in P$, such that $p$ has a smaller error than $p'$ over the training examples, but $p'$ has a smaller error then $P$ over the entire distribution of instances.

Overtraining normally appears after a number of generations have been evaluated on the training set. It forms due to the generated individuals adapting to the data found in the training set rather then the underlying data that the training set is supposed to represent. The easiest way to delay the appearance of overtraining is thus to have a large set of training examples. Another common method of mitigating overtraining is the use of an additional validation dataset. Training takes place on one dataset, while the fitness of the individuals is monitored using a second dataset. Fitness drops on the second dataset indicate that overtraining may be occurring. Since the use of a validation dataset requires additional training data, which may not be available, a technique known as $k$-fold cross-validation has been developed. Under this approach, the dataset is partitioned into $k$ approximately equal sized sets. During each generation, one of these subsets is chosen as the validation dataset, with the remaining sets combined to form the training dataset. These techniques, together with a number of other approaches to dealing with overtraining are described in Mitchell’s book [31].
2.2 Information Retrieval

An IR system is used to retrieve data applicable to a user’s needs based on queries posed to the system by the user. Figure 2.2 illustrates the operation of a generic IR system. As shown, a user poses a query to the system. This query is parsed by the system, and is used to select documents from the document collection indexed by the system. Results are then returned to the user. In many systems, the user is able to refine a query based on the results returned by the system, and can then resubmit the modified query. This process repeats itself until the user is satisfied.

As can be seen in Figure 2.2, a generic IR system consists of a number of components:

1. A document store, often referred to as the document collection, where documents searchable by the system reside.

2. A query formulation subsystem, which allows users to pose queries to the system.

3. An indexing component, responsible for accepting raw documents and converting them into a form usable (i.e. searchable) by the system. Documents can only be added to the document collection by...
going through this component.

4. A processing component which operates on query and document representations, deciding what to return in response to a query, and in what order.

5. An output component, which displays the results of the user’s query. This component is usually closely linked with the query formulation system so as to enable the user to further operate on the results of a query.

The process of information retrieval can operate on one of two broad types of information sources: structured and unstructured. Structured sources are exemplified by records within a database and standardised forms, where certain information must appear in specific locations. Unstructured sources are common in most fields, with examples including books, articles, and most other informal means of human communication. Performing retrieval on structured data sources is usually a simple task. A search is executed for the contents of a combination of predefined fields, for example, retrieving records from a database based on the ranges of a certain field.

The focus of much research in information retrieval is the retrieval of documents from unstructured data sources. Intuitively, this is a much harder problem than structured document retrieval. The difference between structured and unstructured sources is not as well defined as one may initially believe. Many electronic documents come with a variety of (structured) meta-data, such as author name, title, keywords and the like, which may be searched in a structured manner. The contents of the document (and perhaps some of the meta-data) must still usually be treated as an unstructured data source.

The study of information retrieval is a very large field, and includes research into the retrieval of non-text and hypertext documents, such as video, still images, web pages and audio (see for example, [5] and [7]). Within the context of this report however, we only look at the retrieval of fully unstructured single-language text files.

This section begins by examining a number of different approaches to deciding which documents should be returned by the IR system. It then proceeds to examine methods for evaluating the effectiveness of IR systems, and concludes by looking at techniques that can be used to improve the efficiency of the basic IR process.

### 2.2.1 Simple text searches

Probably the simplest approach to IR is the full text search. A user queries the system by providing a text string. All documents in the collection are searched for this string, and any documents containing the text fragment are returned to the user. Extensions of this basic approach include searching for regular expressions rather than simple strings, and providing support for Boolean connectives when performing string matching (e.g. searching for documents containing the phrase “the quick”, but excluding from the results any documents with the phrase “brown fox”). Algorithms that can cater for spelling mistakes within user queries have also been developed [14], enhancing the robustness of this approach.
Text scanning, while very straightforward, is sufficient for many applications. Furthermore, most text scanning implementations provide for very quick updates of the collection, and require very little space overheads over the space used to store the document collection. Unfortunately, these advantages come at the cost of relatively expensive (linear time complexity) searches [14].

A number of methods have been proposed to overcome the costs of searching for text in flat files. These approaches also provide a number of advantages when used in conjunction with more advanced information retrieval techniques. One very common approach is the inverse file approach. Here, a document is stored as a sorted list of keywords, together with the position of the words within the document. Determining whether (and where) a word exists in a document simply involves checking whether the word occurs within the list.

2.2.2 Boolean and probabilistic approaches to IR

Boolean IR

The Boolean approach to IR consists of a very simple, intuitive framework which is based on set theory and Boolean algebra. A further advantage of the Boolean model is the fact that queries are made up of Boolean expressions, providing very precise semantics.

A user query is made up of terms, combined using the Boolean relations and, or and not. A document is modelled by a binary vector. This vector’s size is the same as the number of unique words in the document collection, and is indexed according to these unique words. The ith vector term is set to 1 if the ith unique word is present in the document, and 0 otherwise.

Determining whether a document is relevant to a query is done by computing a similarity measure between the two. This similarity measure returns a 1 if a document is believed relevant to the posed query, and a 0 otherwise. The similarity measure is computed by converting the query into disjunctive normal form, and then checking whether any of the conjunctive components of the query are present in any of the documents. If this occurs, the document is deemed relevant for the query.

Unfortunately, the approach is limited in a number of ways. First, retrieval decisions made using this approach are binary: documents are either relevant to the query, or irrelevant, with no grading scale; this severely limits this model’s performance. Also, it is often difficult for users to formulate their requests into Boolean expressions. Thus, the queries posed to the system are often simplistic, and return to the user either too much, or incorrect information. Even with these drawbacks, the simplicity of the Boolean model means that it has seen much use in many commercial IR systems.

Probabilistic IR

The probabilistic model of IR, first introduced by Robertson and Sparck Jones [38], attempts to determine the probability of a document within the collection being of interest to the user based on the user’s query.

As in the Boolean approach, a similarity measure is used to rank document usefulness. This similarity measure is defined as the ratio between the probability that a document is relevant to the query, and the
probability that it is non-relevant. In other words,

\[
sim(d_j, q) = \frac{P(R|d_j)}{P(R|d_j)}
\]

where \( P(R|d_j) \) represents the probability of relevance given document \( d_j \), and \( q \) is the query.

Utilising Bayes’ rule, and noting that the prior probabilities for relevance and irrelevance are identical for all documents in the collection, it can be seen that

\[
sim(d_j, q) \sim \frac{P(d_j|R)}{P(d_j|R)}
\]

Assuming that the presence or absence of a term is the only indicator of relevance, as well as assuming the independence of index terms, one can rewrite \( P(d_j|R) \) as

\[
\prod_{k_i \text{ appears}} P(k_i|R) \times \prod_{k_i \text{ does not appear}} P(\bar{k_i}|R)
\]

Each \( k_i \) represents an index term appearing in the query. The above equation can therefore be interpreted as the product of the probability that the term appears in a document given that it is relevant, and the probability that it does not.

Van Rijsbergen shows in his book [37] that the similarity calculation can be rewritten as

\[
sim(d_j, q) \sim \sum_i w_{i,q} \times w_{i,j} \times \left( \log \frac{P(k_i|R)}{1-P(k_i|R)} + \log \frac{1-P(k_i|R)}{P(k_i|R)} \right)
\]

where \( w_{i,q} \) and \( w_{i,j} \) are weights set to 1 if the term indexed by \( i \) appears in the query and document respectively, and 0 otherwise.

Clearly, obtaining accurate estimates for \( P(k_i|R) \) and \( P(k_i|\bar{R}) \) is critical for the accurate functioning of probabilistic information retrieval schemes. Before the system is used, \( P(k_i|R) \) for all \( k_i \) is usually set to the same value (commonly 0.5), and the approximation is made that the distribution of terms within non-relevant documents is equal to the distribution of these terms within all documents in the collection. This assumption can be written as \( \frac{P(k_i|R)=n_i}{N} \), where \( n_i \) is the number of documents containing the term \( k_i \), and \( N \) is the total number of documents in the collection.

Once queries are posed to the system, it is possible to refine these estimates: \( P(k_i|R) \) can be set to the number of retrieved documents containing the term \( \{q\} \) scaled by the total number of retrieved documents \( |q| \), and \( P(k_i|\bar{R}) \) can be computed by the function \( \frac{n_i-|q|}{N-|q|} \).

The estimates can also be improved with the user actively indicating which documents are, or are not relevant to the posed query. This process is a form of relevance feedback, and is discussed in more detail further on.

The similarity value can be used to decide which documents should be returned. A cut-off similarity can be specified, with documents less similar than this value being deemed irrelevant, and documents above the value being returned.
The similarity value can also be used to rank documents according to the probability of relevance, with more similar documents appearing earlier in the returned document list.

The probabilistic model described above is only one of a number of suggested probabilistic approaches. Van Rijsbergen [37] provides one approach to circumventing the assumption of term independence. Fuhr [16] utilises an approach that creates description vectors from a document-query pair, after which a regression method is used to obtain an estimate of the probability of relevance. This scheme has some obvious parallels with machine learning as creating the regression model requires a “training” document set. Machine learning in IR is discussed in Section 2.2.7. More advanced probabilistic IR techniques are discussed in Section 2.2.4.

2.2.3 The vector model of IR

With the parallel growth in the world wide web and its search engines, vector-based techniques have become the dominant way in which to retrieve online information.

The vector approach [40] shares many aspects with the methods described above. Each document is represented as a vector, with element \( i \) within the vector taking on a value (usually between 0 and 1) based on the presence or absence of the word indexed by \( i \) within a global word list. Queries are represented in a similar manner. Determining whether a document is relevant for a given query involves computing a similarity measure between the document and query. Most commonly, this is done by calculating the cosine of the angle between the two vectors. The resulting value, ranging between 0 and 1, is normally used to rank the documents by believed relevance, with higher ranked documents appearing before lower ranked documents. A retrieval value threshold is commonly set, if a document-query similarity value is below this threshold, the document is deemed irrelevant, and is not retrieved.

The \( tf.idf \) family of schemes

One of the earliest and most popular ways with which to create weighting vectors is the \( tf.idf \) family of weighting schemes. The term frequency component \( (tf) \) of a term \( t_i \) for a document \( d_j \) is calculated according to

\[
\text{\( tf_{i,j} = \frac{\text{frequency}_{i,j}}{\max_{l \in \text{terms}} \text{frequency}_{l,j}} \)}
\]

(2.1)

i.e. the raw frequency of a term divided by the frequency of the most common term in the document.

The \( idf \), or inter-document frequency component is normally computed as follows:

\[
\text{idf}_i = \log \frac{N}{n_i}
\]

where \( N \) is the total number of documents in the collection, and \( n_i \) is the number of documents in which the term \( t_i \) appears.

In \( tf.idf \) weighting schemes, the component of the weighting vector for document \( d_j \) at position \( i \) (i.e.
for term $t_i$ is of the form

$$w_{i,j} = tf_{i,j} \times idf_i$$

A number of variations have been proposed to this basic formula. Salton and Buckley [41] have experimented with a number of these variations, and found that the basic formula is sufficient for most collections.

The query term weights are often calculated in a different manner to document term weights. Salton and Buckley recommended using the formula

$$w_{i,q} = idf_i \times (0.5 + 0.5 \times tf_{i,q})$$  \hspace{1cm} (2.2)

where the term frequencies are computed over the query rather than over the original collection. Inverse document frequencies for the query weighting vector are still computed over the entire document collection. The additional terms in the equation modify the influence of the $idf$ and $tf$ components.

One very interesting result from Salton and Buckley’s paper is that different weighting vector schemes perform better or worse on collections and queries with different properties. For example, when short queries are most common (such as in a web search engine environment), query weighting vectors should be modified to further increase the influence of the term frequency component in Equation 2.2. Similarly, retrieval of documents in collections with highly varied vocabularies seem to benefit from an increased $tf$ weighting. This result indicates that some sort of “adaptive” information retrieval algorithm, which modifies itself to perform better on a specific collection, may be worth pursuing. The research described in this report suggests one approach to creating an adaptive information retrieval algorithm.

### 2.2.4 Other IR models

The boolean, probabilistic and vector models described previously are often referred to as the “classic” models of information retrieval [5]. Other Boolean, vector, and probabilistic techniques do exist, many of which bear only a passing resemblance to those previously described. In this section, some of the more popular and novel of these techniques are discussed.

**Other set theoretic techniques for information retrieval**

Within the taxonomy of information retrieval methods, the Boolean model can be classified under set theoretic information retrieval approaches [5]. As described in an earlier section, the basic model, while simple, has a number of drawbacks. The approaches described in this section build on the methodology, attempting to overcome these problems.

**Extending the boolean approach** The Boolean approach uses keywords combined with Boolean connectives to specify a query. Wondergem et al. [46] have proposed an extension to this which allows a user to pose queries using a combination of Boolean connectives and noun phrases, for example “(cycling ∨ hiking) in Holland”.

Another way of extending the Boolean model was proposed by Salton, Fox and Wu [42]. Their extended model computes the similarity between a user query and a document in a different manner to the standard Boolean method. Unlike the standard Boolean model, this similarity measure is not binary, and can therefore provide a ranking by believed relevance for the retrieved documents. While this extended approach borrows some ideas from the vector based approach to IR, it retains the simplicity, elegance and theoretical underpinnings of the Boolean model.

**Fuzzy information retrieval**  The Boolean approach can be viewed as set theoretic as it attempts to find all documents with keywords belonging to the set described by the user query. The fuzzy set model as described by Ogawa et al. [32] extends this concept by assuming that each query term describes a fuzzy set, and each document has a degree of membership within each query term set. A query set is obtained by combining the term sets into a final set using fuzzy Boolean operators. Retrieved documents can be ordered by their degree of membership within the final set.

**Other algebraic models**

The taxonomy described by Baeza-Yates et al. [5] places vector-based information retrieval amongst a number of other algebraic IR models. Standard vector-based retrieval assumes that document index terms are orthogonal (and therefore independent). Clearly this is a bad assumption. Wong, Ziakro, and Wong [47] propose an approach which circumvents this assumption.

Index term vectors are vectors with a 1 at the position of the index of the term, and 0 elsewhere. Standard vector IR techniques represent document \( j \) as the following vector:

\[
D_j = \sum_i w_{i,j} t_i
\]

where \( t_i \) is the index term vector, \( D_j \) is the \( j \)-th document in the collection, and \( w_{i,j} \) is a weighting value for word \( i \) within the document. Thus, each index term produces a vector, the sum of which creates a vector consisting of weights for a document based on all words within the collection.

The generalised vector approach no longer assumes that the index term vectors are defined as described in the previous paragraph. Instead, the vectors are composed of smaller components, called minterms, which are orthogonal with respect to each other. By composing the term vectors using minterms, correlations between the various index terms can be represented.

Performing information retrieval using index terms, even when compensating for the effects of correlations between words, is inherently flawed: commonly, when posing a query, the user is not looking for documents containing precisely those (or related) terms, but rather, they are attempting to find documents which cover a concept described by their query. One approach that attempts to retrieve documents based on their “latent semantics” is Latent Semantic Indexing [12]. The main idea behind LSI involves approximating the high-dimension document and query vectors into a lower dimensional space. Searching then takes place in the reduced space, with the hope that this space better represents concepts than the original.
Singular value decomposition is normally used to perform the dimensionality reduction, though Hofmann has suggested a probabilistic approach to LSI [22].

One other common approach classified under algebraic techniques is neural network based information retrieval. This technique is covered in Section 2.2.7.

**Other probabilistic approaches**

The highly successful INQUERY system [9] utilises a probabilistic technique based on Bayesian networks [34]. Briefly, a Bayesian network is a directed acyclic graph, with nodes representing events and edges indicating dependencies between events. Conditional probabilities are associated with each edge. In INQUERY the basic shape of the network is predetermined, but links, as well as link probabilities, are modified based on the documents in the collection. A user query is represented as a set of true and false nodes within the system. By performing recursive inference, it is possible to return a list of documents ordered by their probability of relevance to the user’s query.

Miller et al. [29] reported on an IR approach utilising hidden Markov Models. A Markov Model is created to model the generation of a query by the user based on the set of documents the user wants to retrieve. The complexity of the model can be altered based on the amount of information available regarding the query generation/document representation process, as well as the computational resources that can be expended to answer the query. This approach shares some common ground with language modelling approaches.

According to Ponte and Croft, a language model refers to a probability distribution that captures the statistical regularities of a document [35]. Under the language model approach, a language model is computed for each document in the collection. When a query is posed to the system, the probability of generating the query is calculated according to each document’s language model. The documents are then returned ranked by decreasing probabilities. Some of the deficiencies apparent in Ponte’s original paper have been repaired in a later paper by Song and Croft [44]. The language modelling technique is currently amongst the most promising approaches for IR, and is undergoing investigation by a large number of researchers [28], [26], [21].

Hiemstra and de Vries [20] have shown that language model approaches, under a number of restrictions, can be viewed as a subset of the vector based information retrieval paradigm.

**Other techniques**

Croft and Lewis [11] noted that the information retrieval task can naturally be reclassified as a natural language processing problem: a user’s query is a natural language representation of an information request. Documents that are relevant to the query are relevant to the semantics of the request, rather than its syntactic content. They thus attempted to use natural language processing techniques on both documents and requests. Due to the computational complexity of natural language techniques, very little follow up work using this approach appears to have been done. It should be noted that at some level, most IR techniques attempt to match the semantic content of a request with the semantics of a document. For example, while vector
approaches deal only with frequencies of tokens in documents and queries, they only work due to the implicit link between these frequencies and the semantics of the documents and queries.

While many other IR techniques have been proposed, they are not discussed here. One area that must be examined in further detail is the application of machine learning techniques, and especially evolutionary techniques, to information retrieval. Many machine learning techniques have been utilised to aid rather than replace existing IR methods. Thus, before examining the role of machine learning in information retrieval, this report looks at methods for evaluating an IR system, as well as at a number of ways of improving the results of standard information retrieval techniques.

2.2.5 Evaluation methods for IR systems

Two aspects of an IR system can be measured: efficiency, and effectiveness. Efficiency can be measured in terms of the resources required by the system, including the storage space required to store the document collection, and the computing resources needed to perform operations on the collection, such as the addition and removal of documents, and performing queries. While it is sometimes possible to compute the time and space complexity of the various aspects of the system, more concrete efficiency measures are often required when implementing a concrete system, but these measurements are difficult to perform in a machine independent manner.

Effectiveness attempts to measure, as the name implies, the effectiveness of an IR system at satisfying a set of queries. Given a sufficiently general document and query collection, the effectiveness should provide a domain neutral measure of the system’s ability to satisfy user queries. The measurement of effectiveness is further complicated by the fact that it is dependent on the type of task being evaluated. Interactive systems must be evaluated in a different way to systems in which user feedback plays no role.

Many IR researchers [37] believe that a satisfactory approach to the evaluation of an information retrieval system is yet to be found. Since this is still a rich and ongoing area of research, this report only looks at a few of the most popular evaluation methodologies.

Precision and recall

Probably the most widespread method of evaluating an IR system involves plotting its precision–recall diagram for a set of queries posed on a specific document collection.

Given a document collection and a query, let $R$ be the number of relevant documents in the set for this query, and $A$ be the number of documents retrieved by the IR system. Finally, let $I$ be the number of relevant documents within the retrieved document set. Recall and precision can then be defined as:

$$\text{Recall} = \frac{I}{R}$$

$$\text{Precision} = \frac{I}{A}$$

When defined like this, recall and precision range between 0 and 1. In many cases, these values are
multiplied by 100 to yield a percentage value.

The basic precision and recall measures assume that the IR system returns an unsorted list of results, which is then evaluated in full. If this is not the case, recall and precision values change as more documents within the result list are examined (the assumption is made that the list is ordered from the highest to least believed relevance). This is done by recomputing precision over the seen documents whenever a relevant document is found in the retrieved document list. For example, assume the following documents are retrieved in response to a query, with an asterisk indicating relevant documents:

<table>
<thead>
<tr>
<th>rank</th>
<th>document number</th>
<th>relevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( d_{23} )</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( d_{42} )</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>( d_{12} )</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>( d_{1} )</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( d_{7} )</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>( d_{100} )</td>
<td>*</td>
</tr>
<tr>
<td>7</td>
<td>( d_{43} )</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>( d_{67} )</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>( d_{94} )</td>
<td>*</td>
</tr>
<tr>
<td>10</td>
<td>( d_{10} )</td>
<td></td>
</tr>
</tbody>
</table>

Assume that this query has five relevant documents. At a recall level of 20% (i.e. one out of the five relevant documents have been seen), precision is 50%, since one out of the two seen documents are relevant. At the 40% recall level, precision increases to 66%. At 60% and 80% recall, precision values are 50% and 44%. Since no relevant documents are retrieved after the ninth document, and relevant documents still exist that should have been retrieved, precision drops to 0% at the 90% recall level.

Precision-recall curves are normally drawn by computing precision at 11 standard recall values, namely, 0%, 10%, 20%, ..., and 100%. If, as in the above example, insufficient relevant documents exist to compute recall at all these points, the values at the standard points are set as the maximum known precision at any known recall points between the current and next standard points. The example presented above would therefore yield the precision-recall curve illustrated in Figure 2.3.

Usually, precision-recall curves are computed by averaging the precisions obtained at the standard recall values over all queries posed to the system.

When averaged over a number of queries, precision-recall curves tend to follow an exponential decay curve. Intuitively this results from the fact that an algorithm would generally rank at least a few relevant documents quite highly, therefore yielding high precision for low recall values. As the number of relevant documents returned by the system increases however, more and more irrelevant documents are returned within the results. Obviously, a perfect algorithm would have a flat precision-recall curve at the 100% level.
Single value measures

While precision-recall figures are often useful, there are many situations in which a single figure is needed as a system performance measure. Baeza-Yates and Ribeiro-Neto [5] provide a number of measures appropriate for situations when one wishes to evaluate the performance of an algorithm over a single query. These measures include:

- Average precision at seen relevant documents, which involves averaging the precision figures obtained each time a new relevant document is seen.
- R-precision, where R is the number of relevant documents for the query, computes the precision after R documents have been seen (e.g. with 10 relevant documents for a query, the R-precision would return the precision after the first 10 documents have been retrieved by the system).

Another set of single value measures can be used to summarise the performance of a system on a set of queries. The harmonic mean, calculated as

\[
F(j) = \frac{2}{\frac{1}{R(j)} + \frac{1}{P(j)}},
\]

combines precision and recall to yield a single value for the j-th document within a ranking. \(P(j)\) is the precision for this document, while \(R(j)\) is the recall. This measure can be used to find an effective cutoff for the returned document list, as it is highest when recall and precision are both high.

Other methods

While precision and recall are common measures of the ability of an IR system, a number of criticisms have been levelled against the scheme [5]:

- For a single query, two users may deem different sets of documents as relevant.
Recall is hard to measure for large document collections.

It is difficult to compute the curve for systems in which no ordering of returned documents is made (or in which the ordering is not based on believed relevance).

Defining precision and recall in batch style IR settings is simple. When interactive IR systems are used, the definition of a retrieved document becomes more blurred. This blurring clearly extends to the system’s precision and recall values.

User–oriented measures [5] attempt to provide an effectiveness measure for IR systems while taking these factors into account. These measures include the coverage ratio, defined as \( \frac{|R_b|}{|U|} \) where \( R_b \) consists of those relevant documents of which the user was previously aware, and \( U \) being the complete set of relevant documents that the user knows are in the collection. Another useful measure, called the novelty ratio, is defined as the fraction of relevant documents retrieved of which the user was previously unaware. A number of other user-centric measures can also be defined. The essence of all these metrics is that they are centred around the user’s expectations of the system, and thus provide some insight into how effective the system is in answering the user’s information needs.

Another, very different approach to evaluating an IR system was proposed by Hersh et al. [19]. They propose testing the effectiveness of an IR system by examining how well it meets users’ information needs. This is achieved by asking the users a number of questions, and then letting them attempt to answer some of these questions (the ones which they were most uncertain about) with help from the IR system. By comparing the user’s scores before and after using the IR system, a measurement for its utility can be obtained. The measure obtained from this approach appears to provide a very good indication as to how effective the system is in meeting a user’s information requirements. This approach does however suffer to some extent in that it measures not only the IR system’s retrieval ability, but also the manner in which it interacts with the user. This measure may thus yield results biased by the users used in evaluating the system.

While these other approaches to IR system evaluation do overcome many of the criticisms levelled at precision–recall based approaches, they remain unpopular. Most of this unpopularity stems from the increased amount of subjectivity required to compute these other metrics. Furthermore, while generating relevance judgements for large collections is not trivial, the extra amount of effort required to use the other evaluation methodologies makes them prohibitively work intensive for anything but the smallest collections.

**Comparing the effectiveness of IR algorithms**

To determine whether one IR approach is better than another requires more than comparing their precision and recall values. Precision and recall results obtained by the same technique on different datasets may vary by large amounts – changes in precision of more than 20% at certain recall values can be found in research papers [48]. Computing the average precision value is no better — Xu found that the average precision value for \( tf.idf \) ranged between approximately 32% and 54% between two datasets [48].

To overcome this problem, researchers commonly use one of the following solutions:
1. Evaluation of a technique is performed on a well known dataset, for which comparable results for many other approaches exist. One of the TREC datasets is often used in this role.

2. A benchmark technique is run on the same dataset as the technique to be evaluated, and results are then provided for both methods. Probably the most common benchmark method is the standard \( \text{tf.idf} \) algorithm, due to its simplicity and ease of implementation. This is the approach taken by the research described in this document.

### 2.2.6 Improving IR performance

The techniques presented in the previous section made little, if any, use of any information found in the collection or query other than the presence or absence of specific tokens. This section examines a number of ideas that can improve the effectiveness of IR by making use of more information.

**Relevance feedback**

Relevance feedback involves resubmitting a modified query to the IR system. This modified query is generated from the results of the user’s original query. “Manual” relevance feedback [40] involves the user tagging the list of documents returned by his or her original query as relevant (or irrelevant). Similarities between the documents deemed most relevant by the user are then used to form the modified query. While manual relevance feedback for large collections may at first appear impractical due to the large number of documents that the user must judge, it has been found that using only the first few returned documents is sufficient to bring about large improvements in final retrieval relevance [8].

When using a term based IR technique, the two most common methods in which relevance feedback is implemented involve query expansion and term reweighting. Query expansion modifies the original query by adding extra terms based on terms found in the relevant documents. Term reweighting consists of changing the weights of the terms in the query vector, based on the original query vector’s interaction with the relevant document vectors.

It is often undesirable for a user to perform manual relevance feedback when performing a query. Automatic relevance feedback methods have been developed to improve the quality of the returned document set while reducing or eliminating user intervention. These techniques can be subdivided into two categories: local analysis and global analysis methods.

**Local analysis techniques**

The first method, consisting of local analysis techniques [48], is similar to relevance feedback: an initial returned set of documents (the local set) is used to determine which additional documents should be returned to the user. An IR system using local analysis methods requires no user interaction between query execution and the displaying of results.

Local analysis operates by looking at the highest ranked retrieved documents, and constructing a list of words that co-occur most frequently within these documents. This word list is then added to the user query,
after which it is resubmitted to the IR system. Local analysis operates on the assumption that words that commonly occur in relevant documents should be useful when searching for further relevant texts.

Local analysis does not severely impact the speed of an IR system, requiring only one extra access to the document collection, together with an additional search request. However, local analysis techniques suffer when a query retrieves only a few relevant documents, as well as when the documents retrieved by the initial query are not relevant to the user’s needs.

**Global analysis methods and thesauri**

Global analysis methods utilise information shared between all documents in the collection (the global set) to determine which terms should be added to the user’s original query. Some systems allow the user to select which additional terms should be added to a query, while others automatically retrieve results using the additional terms.

Global analysis techniques make use of a thesaurus (abstractly defined as “a set of items and a set of relations between these items” [24]). Manually created thesauri are not commonly used due to the expenses involved in their building and maintenance. Instead, researchers have investigated various methods to automatically generate thesauri from a document collection. While global analysis approaches yield large improvements to the quality of search results, the computational power required to generate a thesaurus limits their use to small, static document collections.

Xu and Croft [48] have proposed an approach known as local context analysis. This approach combines features from both global and local analysis techniques, and has shown good results.

**2.2.7 Applications of machine learning techniques to IR**

The field of machine learning (ML) deals with techniques whereby an algorithm is able to induce knowledge from data. Most machine learning approaches require some form of initialisation before working. This initialisation usually consists of providing the algorithm with training data. Broadly, ML algorithms can be classified into one of two categories depending on the type of training data they use. Supervised learning algorithms require the trainer to inform the algorithm what type of output is expected for each datum, while unsupervised learning algorithms attempt to differentiate between various data classes with no outside intervention.

Classification problems are a very common target for machine learning strategies. These types of problems involve determining to which of a set of classes an input belongs. IR can be viewed as a classification problem: given a query, the system is required to classify documents into one of two classes: relevant or irrelevant. It should therefore not be surprising that researchers have investigated the application of ML techniques to IR for some time. Many of these approaches have shown promise, and this section examines a number of existing ML techniques, as used within an IR system. The section concludes by examining previous research involving evolutionary techniques as applied to information retrieval.

Neural networks have been used extensively in various areas of IR. A neural network is an idealised model of brain functioning. It consists of nodes (called neurons) connected by directed edges, with each
edge having a numeric “weight”. Certain nodes are deemed input nodes, and are assigned numeric values. Nodes connected to these input nodes are then assigned values based on the edge weights, the values stored in the input nodes, and a combination function. This process is then repeated until all nodes in the network have values. The values of certain neurons, referred to as output neurons, are used as the output of the network.

The neural network model [45] of IR consists of a three layer network. The input layer contains the same number of neurons as there are possible query terms. An input neuron is set to 1 if the term is present in the query, and 0 otherwise. These values are then propagated into the middle layer, which consists of all possible document terms. Once the document term neuron values have been computed, the third layer’s neuron values are calculated. This third layer represents individual documents. Thus, the third layer contains the same number of neurons as there are documents in the collection. Once the third layer’s values are computed, processing does not stop. The third layer feeds its values back to the second layer, and a feedback loop is thus initiated. With each cycle, values are fed to the next layer only if they are above a certain threshold. Thus, as the cycles progress, fewer values are updated, until an equilibrium is achieved. Once this state is reached, the third layer indicates the documents to be retrieved, with relevance ordered by neuron value. Training the neural network on a specific document collection involves generating the correct weights for inter-neuron connections, as well as creating the correct number of neurons for the specific collection. The neural network model has not been tested on large collections, and its general performance as compared to other approaches is still in question [5].

ML techniques have often been used to perform relevance–feedback type tasks rather than as an IR model. Gordon [18] describes a scheme which utilises genetic algorithms to alter keywords associated with various documents as the user interacts with the system. By doing this, more accurate keywords can be assigned to each document, which can than be matched with keywords in user queries so as to provide improved performance. Yang and Korfhage [49] investigated a similar method. Instead of altering keywords, they used genetic algorithms to alter the weights assigned to various tokens. As the population evolved, the accuracy of the keyword weightings in representing the topic of a document in the collection improved.

Gordon, together with a number of collaborators, has continued to investigate evolutionary techniques for information retrieval. Pathak et al. [33] investigated using genetic algorithms to choose between a number of similarity functions. It was believed that since different similarity functions appear to greatly change the quality of results for different collections and query sets, it would be possible to search through the space of matching functions and find an optimal combination of these for a specific collection.

Fan et al. have recently started to investigate the effectiveness of an approach similar to the one proposed in this research [15]. Briefly, genetic programming is used to generate a population of weighting vector generators. By evolving this population they attempted to create individuals well suited to answering specific queries. The research described here, while proceeding in a similar manner attempts to achieve a different set of goals: first, I try to evolve individuals that operate well for all queries posed to a specific document collection, and secondly, try to determine if it is possible to evolve a weighting function that performs well for general collections.

Apart from the research mentioned previously, very little work appears to have been done on the use of
evolutionary techniques in IR. One possible reason for this is that until recently, these techniques were too computationally intensive to see much use. With the continuing improvements in processor performance, more and more applications of evolutionary machine learning techniques for IR should appear in the future.

2.3 Context

The volume of research done in the area of IR is huge. This aim of this chapter was not to provide an exhaustive overview of the field. Instead, only the most popular algorithms were examined.

Amongst the methods covered, vector based IR continues to be one of the simplest and most popular approaches. The rest of this document looks at one way of modifying the basic tf.idf scheme to improve retrieval results. By modifying the most basic component of vector IR, one can still make use of other advances in the field such as relevance feedback with no modifications.

Apart from looking at a number of IR models, this chapter briefly examined Genetic Programming, as well as methods for evaluating IR systems.

The aim of this chapter was to provide the reader with a sufficient background to evaluate the remainder of this document within the context of existing research.
Chapter 3

Applying Genetic Programming to Information Retrieval

3.1 Introduction

The aim of this research is to investigate the application of genetic programming to the creation of tf.idf like evaluators which can be used in vector-based information retrieval. By utilising this approach, it is possible to create fine-tuned retrieval tools for specific document collections. Searching through the space of possible evaluation functions also brings up the possibility of finding an evaluator superior to tf.idf when working with arbitrary document collections.

This chapter continues by describing the research hypothesis. An outline of my algorithm is then given, after which the experimental setup is discussed in detail. The experiments themselves are then discussed. Finally, the evaluation criteria for each experiment are described.

3.2 Research question

This research focuses on using genetic programming methods to construct classifiers for use on collections of text documents, and on comparing the effectiveness of these classifiers with baseline existing methods. This research therefore attempts to answer the following question:

*Can an indexing metric be produced using genetic programming methods which*

1. *has better recall and precision than existing indexing methods;*

2. *operates well over a large number of domains; and*

3. *requires the same order of magnitude of resources, such as computational time and space, for answering queries as existing methods?*

It was originally hoped that any new classifiers with improved performance could be analysed to obtain some insight into the theoretical underpinnings of vector-based IR. This did not happen as the evolved classifiers were too varied and complex to be easily understood.
3.3 Combining Genetic Programming with vector-based information retrieval

As described in Chapter 2, vector-based information retrieval associates a vector with each document in the collection. This vector can further be thought of as a combination of two components: an index term vector, consisting of a single 1 entry at the position indexed by the term and 0's elsewhere, and a weighting scalar whose value is based on the frequency of the term in the document and collection. The index term vector is multiplied by the scalar weighting component to obtain a final term vector. All term vectors are summed to obtain a final document representation vector.

The weighting component is normally calculated using some modified form of \( tf.idf \). While some justification has been provided for this choice of weighting scheme, only empirical evidence exists for its effectiveness. This research proposes a method to generate new, more effective, weighting schemes.

Figure 3.1 on page 26 illustrates the basic algorithm used in this research.

Briefly, a number of weighting schemes are created and represented as programs. Each weighting scheme is tested on a subset of queries from the document collection. The precision and recall of each scheme is then combined to give a final fitness value. Using standard genetic-algorithm techniques, described in the previous chapter, fitter weighting schemes propagate to form the next generation. This procedure is repeatedly followed until a sufficient number of generations has been created.

3.4 Experimental setup

Experiments were run on the Cystic Fibrosis (CF) dataset with the CISI dataset [1] used in experiment 3, as described later. The CF dataset consists of 1239 documents and 200 queries, with relevance judgements by four experts indicating the degree to which each expert believed a document was relevant to each query. A sample document extract, relevance judgement and query are illustrated in Figure 3.2.

Document and query preprocessing

A number of actions occur when documents and queries are added to the system. Some of these are performed to improve the system’s speed, while others are taken to reduce the amount of data that needs to be stored and processed.

1. Extract only the main content field from the document, and discard all other text.

2. Stop words, consisting of common words such as “the”, “a” and the like, are removed. The list of stop words consisted of 319 words, and was taken from Van Rijsbergen’s book [37].

3. An attempt is made to isolate English words by removing all words containing non-alphabetic characters.

4. The remaining words are stemmed according to Porter’s stemming algorithm [36]. The stemming process takes a word and changes it to a common root; for example, stemming the words “combining” and “combined” would result in the word “combin”.


program Training(Documents, Queries, RelevanceJudgements, maxGenerations)
    Programs:= a set of random programs and a single tf.idf program
    create Collection by preprocessing Documents, Queries, RelevanceJudgements
    generation:=0
    repeat until generation==maxGenerations
        generation++
        fitnesses:=EvaluateFitness(Programs,Collection)
        write Programs and fitnesses to disk
        create new Programs according to fitnesses
    end

fitnesses EvaluateFitness(Programs,Collection)
    returns a vector with the element at i being the fitness of program[i].
    GivenRelevance is an array describing the relevance judgments e.g.: GivenRelevance_12 is 1 if document 1 is relevant for query 2.

    for each p in Programs
        for each d in Documents within Collection
            t_pd:=EvaluateProgram(p,d)

        for each q in Queries within Collection
            q_pq:=EvaluateProgram(p,q)

        For each Document d and Query q
            Relevance_pdq:= t_pd . q_pq
            RelevanceList_pq:=List of documents for query q. program p ordered by Relevance_pdq

        Compute precision and recall for p based on RelevanceList_pq and relevance judgements.

        fitness_p=avg precision OR precision at 50% recall depending on experiment.

vector EvaluateProgram(Program,Words)
    runs the genetic program Program on Words. Returns a vector with each entry between 0 and 1, with the entry at i corresponding to the weight of the word indexed at i by the Collection

Figure 3.1: Pseudo code for training algorithm
Salivary amylase levels were determined in normal subjects from birth until adult life and in children with conditions sometimes associated with low pancreatic amylase such as malnutrition, coeliac disease and cystic fibrosis. Mixed saliva was collected under carefully standardised conditions and amylase was measured by the method of Dahlqvist. There was a wide scatter of values in the 84 normal subjects, but concentrations rose from very low levels at birth to reach adult levels by the age of 6 months to 1 year. Salivary amylase activity rose normally over ten weeks in one premature infant fed milk by gastrostomy. Thirteen children with coeliac disease and 9 children with cystic fibrosis mostly had normal salivary amylase concentrations. Six out of 12 malnourished children with jejunal villous atrophy of uncertain aetiology had low levels which rose to normal as recovery began.

Figure 3.2: A sample document extract and query. Note that the query contains relevance judgements. Both extracts have been cut to reduce space.
5. If the word has not been previously encountered, it is added to the word list. Otherwise, the collection and document/query wide word counts for that word are incremented appropriately.

The removal of stop words and non-alphabetic words, as well as the practice of stemming are standard in most IR systems. The words removed by such actions are normally those that would contribute very little to the IR process due to their frequency. Stemming also reduces the vocabulary, and allows the system to easily handle many related words.

To utilise a genetic programming environment, a number of parameters must be fixed:

- A metric to rate the fitness of the generated classifiers.
- Terminal nodes that can compute various values from the collection and its documents.
- Operators that can be manipulated.
- The manner in which breeding operations take place.

The metric

Precision and recall are common evaluators of an IR system, and can therefore be used to answer the first question posed in the research hypothesis. It has been shown that an inverse relationship normally exists between these two values [39]. This fact means that a simplistic fitness function, consisting of averaging the sum of precision and recall over all queries and documents, does not function as desired. As seen in Section 2.2.5, other, more complex single value measures have been proposed. Most however, were not considered, as they operate well when evaluated over one query only. The approach finally taken was to define the metric as the precision value obtained at a recall of 50%, averaged over the entire query collection.

As is shown in the results, the individuals computed using this metric perform badly. The reasons for this is discussed in Section 4.2.1. The poor results initially obtained led to fitness computation using a new metric. This metric was computed by averaging the precision of an individual at 11 standard recall points.

Terminals and operators

Many alternatives exist for terminal and operator nodes. Some obvious operators include the standard arithmetic functions, while obvious terminal nodes include term frequency and inter-document frequency. Other terminals, such as the distance between specific word pairs could also be used, and would be useful in handling word correlations, but were not included due to their computational overhead. Additional operators are discussed in Section 5.3.4

Table 3.1 describes the operators and terminals used in this research. These terminals and operators were chosen for their ability to generate a large number of tf.idf–like schemes, as well as for their low computational overhead.
Table 3.1: Nodes used to generate programs

<table>
<thead>
<tr>
<th>Terminals</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Inverse document frequency</td>
</tr>
<tr>
<td>r</td>
<td>Raw term frequency</td>
</tr>
<tr>
<td>t</td>
<td>Term frequency as calculated in Equation 2.1</td>
</tr>
<tr>
<td>N</td>
<td>Number of documents in collection</td>
</tr>
<tr>
<td>n</td>
<td>Number of documents in which word appears</td>
</tr>
<tr>
<td>M</td>
<td>Term frequency of most common word</td>
</tr>
<tr>
<td>l</td>
<td>Document length</td>
</tr>
<tr>
<td>a</td>
<td>Average document length</td>
</tr>
<tr>
<td>c</td>
<td>A constant node</td>
</tr>
<tr>
<td>Operators</td>
<td>[+] - [×] / [log] [√] Standard mathematical operations</td>
</tr>
</tbody>
</table>

Breeding operations

Before the environment is usable, parameters must be set for the creation of a new generation of individuals from a previous generation. Within the context of these experiments, this was done as follows:

1. The fittest 10% of individuals were copied to the new generation unchanged. This was done as some of the breeding operations were very likely to otherwise remove “good” existing solutions.

2. The rest of the individuals in the new generation were created using mutation, copying, and crossover. Selection of an individual for each of these operations was fitness based, with the chance of an individual being picked for the next generation being directly proportional to its fitness.

Table 3.2 shows the likelihood of selecting a specific breeding operation when creating new individuals. Note that two mutation operations exist, one of which replaces a single node with another node, while the other replaces the entire subtree starting at the selected random node with a new subtree. The tree replacement operation substitutes a new tree for the old tree. The latter two operations were used in an attempt to increase the space searched.

The specific breeding method, and the likelihoods chosen for the various breeding operations were chosen with very little theoretical basis. It was hoped that the values chosen would provide a balance between searching a broad section of the solution space and refining promising solutions. As discussed in Section 5.3.1 further investigation of the effects of different breeding parameters may be useful.

Other considerations

Before a run can occur, the number of individuals within a generation and the number of generations must be fixed. Unless otherwise stated, each generation contained 100 individuals, with one individual of the initial generation consisting of a standard tf.idf evaluator, and the rest created as described in Figure 3.3.
Table 3.2: Breeding operations together with the likelihood of their being used.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copy</td>
<td>0.1</td>
</tr>
<tr>
<td>Crossover</td>
<td>0.35</td>
</tr>
<tr>
<td>Single Node Mutation</td>
<td>0.25</td>
</tr>
<tr>
<td>Subtree Mutation</td>
<td>0.2</td>
</tr>
<tr>
<td>Tree replacement</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The number of generations evaluated differed between experiments. Reasons for this are discussed in the individual experiment descriptions.

Within the context of the experiments described in this report, the subset of queries and documents used for training and testing must also be selected.

### 3.5 The experiments

Three experiments were run in order to evaluate the effectiveness of our approach:

- Training on a subset of queries, with all documents present, after which evaluation was done on the remainder of the queries.
- Training with a subset of queries and documents, with evaluation on the remainder of the queries and the full document set.
- Training on a full document collection, using all queries, and evaluating the genetic programs on another document collection.

The remainder of this section examines each experiment in more detail. Finally, the data our experimental setup is able to gather is discussed.

#### 3.5.1 Experiment 1: Evaluation using new queries

This experiment achieved two goals. First, by comparing the recall and precision of the resulting evaluators to \( tf.idf \), we can answer our first research question, at least for a specialised domain. Second, it allows us to determine whether either of the two metrics under consideration is clearly superior to the other. If one metric can be shown to be better, the other does not need to be utilised when performing the remainder of the experiments.

In this experiment, 70% of the queries, as well as the entire document collection, were used in training, with the remaining 30% utilised during the evaluation phase. 150 generations were evaluated during each run of this experiment.

This experiment simulates a common real world situation where users pose queries to a static document collection. Positive results in this experiment would thus indicate at least some real world benefits when utilising our approach.
3.5. THE EXPERIMENTS

OperatorDepth:=3.
MinTerminalDepth:=2.
MaxTerminalDepth:=6.

function selectNode(depth)
if (depth<OperatorDepth)
    return random operator.
if (depth>=MaxTerminalDepth)
    return random terminal.
return random (operator or terminal)
end.

function generateSubtree(depth)
currentNode:=selectNode(depth)
if currentNode has a possibly unlimited number of children,
    set the number of children to between 1 and 3
for each child of currentNode
    generateTree(depth+1).
return currentNode
end

function generateTree
    return generateSubTree(0).
end

Figure 3.3: Algorithm for initial individual creation
3.5.2 Experiment 2: Evaluation with new queries and documents

This experiment increased the complexity of the domain in which the system operated. It aimed to continue answering the research question targeted by the previous experiment. By running in a more complex environment, it was hoped that this experiment would provide more insight into the functioning of our approach.

As in the previous experiment, 70% of queries were used in the training phase, together with half of the documents. The remaining documents and queries were used in evaluating the experiment. Only 50 generations were evaluated during each experimental run due to the early appearance of overtraining.

This experiment simulated another commonly occurring real world situation where a document collection consisting of related documents has more documents added to it, after which queries are posed to the complete collection.

3.5.3 Experiment 3: Evaluation on a new document collection

This experiment’s goal was to determine the ability of our approach to operate over general domains. This was achieved by examining whether training on one dataset can create evaluators that will operate well on a second (unrelated) dataset. It is argued that if one can perform well on an unrelated dataset, one can operate on most datasets, leading to good performance in a general domain.

The third experiment utilised the entire Cystic Fibrosis dataset for training. Evaluation for this experiment took place on the CISI dataset. As in the second experiment, 50 generations were evaluated during each experimental run.

3.5.4 Remaining research questions

The results of the experiments described above answer two of the three research questions: we can determine whether this approach is more effective than \textit{tf.idf} in specific scenarios, as well as find out if the approach is effective for general collections. The answer to the third question, i.e. whether the amount of resources required for this approach is comparable to that required for \textit{tf.idf}, is somewhat involved:

The result of a trained system is a single procedure that will produce weightings for a specific word. Since no conditional or looping constructs appear in the terminals and operations used to generate the procedure, the time complexity of the procedure is linear in the number of operators. The time complexity of computing the terminals is terminal dependent, but no worse then \( O(m \times n) \) per terminal where \( m \) is the number of documents in the collection, and \( n \) the number of unique tokens. The complexity of a \textit{tf.idf} based system is identical.

Space complexity is linear with respect to the number of terminals, assuming that the value of each terminal is computed ahead of time and then cached.

From the above, it appears that the resources used in the answering of queries are identical to \textit{tf.idf} based approaches. The only other aspect of the system that must be examined for resource usage is the training of the weighting scheme. Since this is a once-off cost, almost any time cost is acceptable here. The space costs for training are proportional to the number of individuals within a generation.
3.6 Evaluation criteria

The experimental setup used in this research provides a wealth of data each time an experiment is run:

- The queries used during training are recorded.
- For all generations, the list of individuals used is kept, together with information about the fitness ordering of these individuals within the generation.
- For each individual, the following is recorded:
  - Its total fitness for the queries posed to it.
  - The program it represents.
  - 11 standard precision–recall measurements over the posed queries and available documents.

After training is completed evaluation is performed on the fittest individuals within each generation, as described in the previous section. The results of evaluation are recorded in the same way as results obtained during training.

A graph of training fitness against the generation number, as well as evaluation fitness against the generation number can provide a rough indication of the results of an experiment. As stated previously, fitness represents only one point on the recall precision curve. A better way of evaluating an individual therefore involves comparing its recall-precision curve to that of a baseline measure (in this case, that of $tf.idf$ evaluation).

The training and evaluation fitness graphs can be used to spot overtraining: initially, both evaluation and training fitness are expected to rise as the number of generations increase. When this trend ceases, overtraining has probably set in. Since evaluation fitness is not monotonic some judgement is required in determining when overtraining occurs, a momentary drop in evaluation fitness may occur due to chance. Cross-validation was not used to detect overtraining due to the small size of the dataset and the additional implementation complexity it would have introduced.
Chapter 4

Results and evaluation

4.1 Method of evaluation

Due to the random nature of genetic programming, each experiment was run at least three times. For each experiment, fitness vs. generation curves were generated for both training and evaluation data. Where necessary, precision–recall curves were plotted for specific individuals.

4.2 Results

4.2.1 Experiment 1: Evaluation using new queries

As described in the previous chapter, this experiment is used to determine whether the approach presented here is superior to simple $tf.idf$ in the simplest of cases. The experiment also aims to determine whether one of the two metrics performs better than the other. This experiment was stopped after 150 generations had been evaluated.

Experimental observations made when running this experiment include:

- The maximum-fitness individual from each generation computed on the training data. This allows one to verify that the genetic programming method is functioning, as well as indicating that some improvement over $tf.idf$ can be made.

- The average fitness for each generation can be examined to further ensure that the system is functioning as desired; a sharp initial rise is expected, after which average fitness should slowly (but not monotonically) rise.

- The fitness of the best individual from each generation on the testing data. Some benefit may be obtained by examining every individual from each generation.

- Precision–recall diagrams for $tf.idf$ and any individuals of interest for both training and testing data. An examination of the precision–recall curves should allow one to determine whether one fitness function is preferable to another.
Figure 4.1: The maximum, mean and minimum fitness of the best individual within each generation during training, as evaluated using both fitness measures.

Figure 4.1 illustrates the improving fitness of the fittest individual during training for both fitness functions. *Tf.idf* is normally the fittest individual during the first generation, but evolved individuals soon overtake it. As expected, both fitness functions increase in a non-strictly monotonic manner as training progresses.

Figure 4.2 shows how the average fitness within each generation improves with training, together with an exponential curve fitted to the average fitnesses. Within the first generation, many of the generated individuals yield only nonsensical weights, giving them a fitness of zero, thus leading to a very poor average fitness. These individuals are quickly bred out, resulting in the dramatic improvements in average fitness for the first few generations. Once the system stabilises, average fitness rises very slowly over the course of a large number of generations.

Figure 4.3 shows the manner in which fitness changes against generation number when evaluated on test data. As expected, fitness increases (albeit not smoothly), for approximately 10 generations, after which a sharp drop occurs. This sharp drop is most probably caused by the appearance of overtraining.

One of the aims of this experiment was to determine whether one of the proposed fitness metrics would outperform the other. If one of the metrics was found to be superior, only it would be used in the rest of the experiments. It is clearly impossible to determine which of the two metrics is superior based on their respective fitnesses alone. One possible approach is to examine the percentage improvement in fitness of the individuals created with the metric. Another approach is to examine the precision–recall curves generated
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Figure 4.2: A typical average fitness curve obtained by computing the average fitness for each generation against the training data.

Figure 4.3: Testing fitness of the individuals deemed fittest for each generation during training, evaluated with both fitness metrics.

by the fittest members of a population. This latter approach was utilised here as one can directly relate its results to an improvement in retrieval performance.
Since testing was performed on different parts of the dataset during each run, precision–recall curves evaluating only testing data cannot be used to choose between metrics. These curves can however be used to provide some indication of the effectiveness of this approach in handling unseen data. Figure 4.4 compares the performance of the average precision metric to *tf.idf*, while Figure 4.5 does the same for the other metric. For clarity, these results are also shown in Table 4.1 and 4.2. These results indicate that the genetic programming approach can outperform basic *tf.idf*. Furthermore, these results hint at the possibility that the average precision metric outperforms the metric computed by using the 50% precision figure. Since different queries were used in each experimental run, further experiments were required to verify this result.

In order to better compare the two metrics, precision–recall curves can be generated by combining the test and training query sets. Precision–recall curves generated for this combined set allow for fair comparisons to be made between the two metrics. Since most of the contents of the combined set were utilised in training, comparisons of the results obtained here with those for *tf.idf* will not be representative of results that would be obtained in most real world scenarios. Figure 4.6 shows the performance of both fitness functions when evaluated over the combined dataset. For clarity, this is shown in tabular form in Table 4.3

This experiment did not attempt to investigate the relationship between the number of queries in the training set and the ability of the final evolved evaluators.

Figure 4.7 shows a simplified form of the best evolved generator. The form of the evolved evaluators in this and later experiments is further discussed in Section 4.4.
Recall Average precision metric $tf.idf$
<table>
<thead>
<tr>
<th></th>
<th>Maximum</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.891</td>
<td>0.866</td>
<td>0.825</td>
<td>0.859</td>
<td>0.848</td>
<td>0.838</td>
</tr>
<tr>
<td>0.1</td>
<td>0.636</td>
<td>0.623</td>
<td>0.601</td>
<td>0.648</td>
<td>0.627</td>
<td>0.607</td>
</tr>
<tr>
<td>0.2</td>
<td>0.540</td>
<td>0.524</td>
<td>0.506</td>
<td>0.529</td>
<td>0.501</td>
<td>0.471</td>
</tr>
<tr>
<td>0.3</td>
<td>0.415</td>
<td>0.377</td>
<td>0.316</td>
<td>0.373</td>
<td>0.343</td>
<td>0.298</td>
</tr>
<tr>
<td>0.4</td>
<td>0.339</td>
<td>0.303</td>
<td>0.241</td>
<td>0.310</td>
<td>0.279</td>
<td>0.230</td>
</tr>
<tr>
<td>0.5</td>
<td>0.266</td>
<td>0.241</td>
<td>0.201</td>
<td>0.236</td>
<td>0.218</td>
<td>0.190</td>
</tr>
<tr>
<td>0.6</td>
<td>0.190</td>
<td>0.168</td>
<td>0.143</td>
<td>0.185</td>
<td>0.162</td>
<td>0.127</td>
</tr>
<tr>
<td>0.7</td>
<td>0.115</td>
<td>0.108</td>
<td>0.102</td>
<td>0.106</td>
<td>0.100</td>
<td>0.096</td>
</tr>
<tr>
<td>0.8</td>
<td>0.083</td>
<td>0.074</td>
<td>0.064</td>
<td>0.074</td>
<td>0.069</td>
<td>0.064</td>
</tr>
<tr>
<td>0.9</td>
<td>0.063</td>
<td>0.055</td>
<td>0.049</td>
<td>0.056</td>
<td>0.051</td>
<td>0.046</td>
</tr>
<tr>
<td>1</td>
<td>0.052</td>
<td>0.044</td>
<td>0.040</td>
<td>0.050</td>
<td>0.044</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Table 4.1: Minimum, mean and maximum precision values at standard recall values for the average precision metric and $tf.idf$, evaluated on the testing dataset.

Recall Precision at 50% recall metric $tf.idf$
<table>
<thead>
<tr>
<th></th>
<th>Maximum</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.825</td>
<td>0.818</td>
<td>0.804</td>
<td>0.855</td>
<td>0.849</td>
<td>0.845</td>
</tr>
<tr>
<td>0.1</td>
<td>0.665</td>
<td>0.612</td>
<td>0.571</td>
<td>0.692</td>
<td>0.641</td>
<td>0.607</td>
</tr>
<tr>
<td>0.2</td>
<td>0.599</td>
<td>0.532</td>
<td>0.492</td>
<td>0.576</td>
<td>0.515</td>
<td>0.471</td>
</tr>
<tr>
<td>0.3</td>
<td>0.375</td>
<td>0.333</td>
<td>0.288</td>
<td>0.371</td>
<td>0.333</td>
<td>0.298</td>
</tr>
<tr>
<td>0.4</td>
<td>0.302</td>
<td>0.258</td>
<td>0.219</td>
<td>0.303</td>
<td>0.260</td>
<td>0.230</td>
</tr>
<tr>
<td>0.5</td>
<td>0.243</td>
<td>0.213</td>
<td>0.191</td>
<td>0.229</td>
<td>0.201</td>
<td>0.184</td>
</tr>
<tr>
<td>0.6</td>
<td>0.185</td>
<td>0.160</td>
<td>0.132</td>
<td>0.171</td>
<td>0.150</td>
<td>0.127</td>
</tr>
<tr>
<td>0.7</td>
<td>0.129</td>
<td>0.111</td>
<td>0.096</td>
<td>0.121</td>
<td>0.102</td>
<td>0.090</td>
</tr>
<tr>
<td>0.8</td>
<td>0.080</td>
<td>0.074</td>
<td>0.066</td>
<td>0.081</td>
<td>0.073</td>
<td>0.064</td>
</tr>
<tr>
<td>0.9</td>
<td>0.059</td>
<td>0.054</td>
<td>0.048</td>
<td>0.057</td>
<td>0.053</td>
<td>0.047</td>
</tr>
<tr>
<td>1</td>
<td>0.049</td>
<td>0.045</td>
<td>0.037</td>
<td>0.050</td>
<td>0.045</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Table 4.2: Minimum, mean and maximum precision values at standard recall values for the precision at 50% recall metric and $tf.idf$, evaluated on the testing dataset.
Figure 4.5: Minimum, mean and maximum precision–recall curves for the best individuals obtained using the precision at 50% recall metric run on the testing dataset, as well as minimum, mean and maximum precision–recall curves for *tf.idf* run on the same test data.

Figure 4.6: Precision–recall curves for both metrics, evaluated over the full query set.

**Analysis**

This experiment indicates that when evaluated over a static document set, genetic programming can yield evaluators that perform better than simple *tf.idf*. The best evaluators appear to emerge within 40 genera-
Table 4.3: Minimum, mean and maximum precision values at standard recall values for both metrics, evaluated over the full query set.

<table>
<thead>
<tr>
<th>Recall</th>
<th>Average precision metric</th>
<th>Precision at 50% recall metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>Mean</td>
</tr>
<tr>
<td>0</td>
<td>0.881</td>
<td>0.858</td>
</tr>
<tr>
<td>0.1</td>
<td>0.645</td>
<td>0.641</td>
</tr>
<tr>
<td>0.2</td>
<td>0.535</td>
<td>0.531</td>
</tr>
<tr>
<td>0.3</td>
<td>0.388</td>
<td>0.383</td>
</tr>
<tr>
<td>0.4</td>
<td>0.296</td>
<td>0.292</td>
</tr>
<tr>
<td>0.5</td>
<td>0.236</td>
<td>0.229</td>
</tr>
<tr>
<td>0.6</td>
<td>0.162</td>
<td>0.157</td>
</tr>
<tr>
<td>0.7</td>
<td>0.112</td>
<td>0.108</td>
</tr>
<tr>
<td>0.8</td>
<td>0.076</td>
<td>0.073</td>
</tr>
<tr>
<td>0.9</td>
<td>0.056</td>
<td>0.053</td>
</tr>
<tr>
<td>1</td>
<td>0.043</td>
<td>0.042</td>
</tr>
</tbody>
</table>

\[
\frac{M}{i(i+\ln(M))} - i+(rt-ir) \left( 2a - 3M - 2i + \ln(l) + \frac{a}{M} + \frac{l}{M} + \ln(M+0.293) + \ln\left(n+\frac{\ln(n)(M+N+l)}{N-0.366l+n}\right) \right)
\]

Figure 4.7: The simplified form of the best evaluator obtained during Experiment 1. Letters represent terminals as shown in Table 3.1.

sections, after which overtraining sets in. Improvements in performance, as judged by an increase in precision averaged over all recall values is of the order of five percent.

As expected, the average precision fitness function outperforms the fitness function computed by evaluating precision at 50% recall. It is interesting to note that even at 50% recall, performance of the former metric was better than that of the latter. This may simply be due to chance, or due to the fact that good performance at a certain recall level also requires improved performance at other levels. The precision at 50% recall metric may thus be inclined to move towards a local optimum, from which it cannot escape.

Savoy and Vrajitoru [43] state that improvements in average precision of 5% between different IR techniques are considered significant, with increases of greater then 10% seen as very significant. The best improvements seen using our approach are approximately 4.4%, falling a little short of these figures. On average, our approach exceeds standard \textit{tf.idf} by only 3.2%. While these results show that the approach holds promise, further enhancements, suggested in Section 5.3 have the potential to yield greater improvements.

### 4.2.2 Experiment 2: Evaluation with new queries and documents

This experiment consisted of training the evaluators on a subset of both the document collection and the queries. Evaluation then took place on a combination of the original and remaining documents and queries. Only 50 generations were evaluated due to the early appearance of overtraining. Primary experimental
observations consisted of:

- Evaluator fitness computed on the testing documents and testing queries.
- Evaluator fitness calculated using the training document set and testing queries.
- Evaluator fitness computed using the testing document set and training queries.
- Evaluator fitness computed on the full document set using the testing queries.

Secondary experimental observations, examined in an attempt to get more insight into the underlying behaviour of the system, included:

- Evaluator fitness calculated using the training document set and training queries.
- Fitness calculated using all the queries on the new document set.

Due to the better performance of the average-precision metric seen in Experiment 1, only this metric was evaluated when running this experiment.

Figure 4.8 shows how the evaluators performed when evaluated using test documents and queries. Figure 4.9 was generated using test data and training queries, while Figure 4.10 evaluates the individuals with training data and testing queries. Figure 4.11 shows the fittest individual evolved in this experiment, as judged when evaluating over testing queries and documents.
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Figure 4.9: Maximum, mean and minimum fitnesses of the best evaluators for each generation, tested on testing documents and training queries.

Figure 4.10: Maximum, mean and minimum fitnesses of the best evaluators for each generation, tested on training set documents and test set queries.


\[
\frac{r}{l + n + r + 0.436Ml + 0.436lt \ln(M)}
\]

Figure 4.11: The simplified form of the best evaluator for Experiment 2.

Analysis

The most striking result of this experiment is the relatively poor performance achieved by this approach. Fitness, when evaluated over all documents and queries only improves by around one percent over standard \textit{tf.idf}. Since this scenario is more realistic then the one described in the previous experiment, this result indicates that our approach may not perform well in a general information retrieval setting.

Looking at the experimental results until the seventh generation, where overtraining begins, an ordering of fitness levels between the various experiments emerges: The evaluation of training data with training queries yields the highest fitness results, followed by evaluation of the testing document set with training queries, testing queries and training documents, and finally, testing documents and queries.

The fact that the fitnesses for the first and last cases respectively achieve the highest and lowest fitnesses is not unexpected, as the former represents the training of the evaluators, while the latter represents the testing of the individuals on data and queries which they had not previously encountered. The remaining cases represent the middle ground between the two extremes, with evaluation taking place on either previously encountered documents or queries.

The ordering illustrated by the two intermediate cases can be explained in a number of ways:

1. A bias exists in that 70\% of the queries were used in training, while only 50\% of the documents were utilised for this purpose. Thus, evaluation occurs on the remaining 30\% of queries and 50\% of documents. This means that individuals needed to successfully adapt to only the small number of queries to perform well in the testing queries – training data case. In the training queries – testing data case, it is more difficult to perform well due to the variety of documents that must be returned. If this explanation is valid, two observations can be made:

   (a) It is more difficult for the GP to adapt to varied queries than to varied documents.

   (b) Thus, performance with new, unseen queries will be quite poor. The remainder of this experiment appears to validate this result. The results of Experiment 1 do however dispute this to some extent, and indicate that perhaps if a larger training set were available, better performance would be observed.

2. These results could occur due to an unlucky choice of training/testing documents and queries. If this is the case, rerunning the experiments a sufficient number of times using different subsets of data for training and testing will yield different results.

In an attempt to investigate further, the experiment was repeated six times with using identical training queries and documents (and hence identical testing queries and documents). Figure 4.12 shows a summary of the results.
Table 4.4: Precision at the standard recall values for \textit{tf.idf} and the best evaluator, trained on the CF dataset and evaluated on the CISI dataset.

<table>
<thead>
<tr>
<th>Recall</th>
<th>Best evaluator</th>
<th>\textit{tf.idf}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.662</td>
<td>0.658</td>
</tr>
<tr>
<td>0.1</td>
<td>0.474</td>
<td>0.446</td>
</tr>
<tr>
<td>0.2</td>
<td>0.377</td>
<td>0.358</td>
</tr>
<tr>
<td>0.3</td>
<td>0.297</td>
<td>0.290</td>
</tr>
<tr>
<td>0.4</td>
<td>0.241</td>
<td>0.230</td>
</tr>
<tr>
<td>0.5</td>
<td>0.205</td>
<td>0.191</td>
</tr>
<tr>
<td>0.6</td>
<td>0.164</td>
<td>0.154</td>
</tr>
<tr>
<td>0.7</td>
<td>0.129</td>
<td>0.119</td>
</tr>
<tr>
<td>0.8</td>
<td>0.095</td>
<td>0.084</td>
</tr>
<tr>
<td>0.9</td>
<td>0.066</td>
<td>0.058</td>
</tr>
<tr>
<td>1</td>
<td>0.051</td>
<td>0.043</td>
</tr>
</tbody>
</table>

While evaluation using testing queries and training documents still outperforms evaluation with training queries and testing documents, a large amount of overlap exists between the two cases. Since identical training/testing data was used for all cases, these results hint that our original results were not simply due to chance, but rather due to the behaviour described in case 1a above.

As seen previously, the performance of the evaluators is quite poor. On average, almost no improvement is seen in both of these cases. When used in the manner described previously, it appears as if the GP approach cannot generalise sufficiently well to be useful for information retrieval. It may be possible to salvage the approach by using larger (and more general) training sets, together with a requisite increase in computer power to handle the greater processing times.

### 4.2.3 Experiment 3: Evaluation on a new document collection

This experiment was designed to determine the general effectiveness of the approach, by training evaluators on one dataset, and evaluating the results on a different dataset. Figure 4.13 shows that evaluation fitness peaks within the first few generations, after which overtraining sets in. Figure 4.15 shows the fittest individual evolved during this experiment.

Precision–recall curves for \textit{tf.idf} and the best performing evolved evaluator are shown in Figure 4.14. The precision values at the standard recall points are shown in Table 4.4.

#### Analysis

After the poor results obtained in experiment two, it was expected that the evaluators created in this experiment would be inferior to standard \textit{tf.idf}. Surprisingly, this was not the case. While overtraining appeared to set in after approximately 8 generations, improvements in evaluation fitness of up to 4.96% were seen. The most probable reason for this improvement is the increased size of the dataset used in training as com-
pared with the one used in the previous experiment. One cannot however rule out the possibility of “dumb luck”, i.e. that the random process used to evolve the individuals happened to proceed in such a way that an effective individual was created.
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Figure 4.13: Minimum, maximum and mean evaluation fitness of the best evaluators when trained on the Cystic Fibrosis dataset and tested on the CISI dataset.

Figure 4.14: Precision recall curve for the best evaluator and tf.idf as trained on the standard data set and evaluated on the CISI dataset.
 coupled with the results of the previous experiment, it appears that given a sufficiently large dataset on which to train, it may be possible to evolve a general evaluator with performance superior to that of a standard tf.idf evaluator.

When compared to the evaluators evolved in the previous experiment, the short length of the fittest individual obtained here is striking. This individual also contains noticeable elements of standard tf.idf. Both of these phenomena can be explained by noticing that this individual appeared as a member of one of the early generations.

4.3 A few words about training time

An experimental run for 50 generations, evaluated on half (approximately 1000) documents and 70% of the queries, using 100 individuals, took approximately three hours to run on a cluster of 40 800MHz Pentium–III workstations.

Since overtraining set in within the first 15 or so generations (depending on experiment), it should be possible to greatly speed up the training process by reducing the number of generations evaluated.

By increasing the number of individuals within each generation, a larger area of the problem space can be searched in each iteration. This may lead to improved individuals, but may also cause overtraining to appear even earlier.

As mentioned in the third experiment, it appears as if increasing the training set size has a profound influence on the quality of the obtained solution. Unfortunately, the time complexity of training is $O(i*d*q)$ where $i$ is the number of individuals, $d$ is the number of documents, and $q$ is the number of queries. Thus, increasing dataset size (consisting of both documents and queries), effectively increases the training time quadratically.

4.4 An examination of evolved individuals

Figure 4.16 shows the raw form of the fittest individual evolved during Experiment 1. A striking feature of a typical individual is the amount of redundant information it contains, consisting of expressions such as $\ln(\ln(constant))$, and the repetition of terms. Individuals evolved later on in an experimental run usually contain more such redundancies than those from earlier generations. While it is not difficult to simplify the individual and eliminate the extra information, any change in its structure would impact on the manner in which it evolves. The extraneous nodes enable the individual to be more resilient to harmful breeding operations [6]. For the same reason, the redundant nodes also slow down the rate at which improvements

$$it(M + \ln(l + n + MNr))$$

Figure 4.15: The simplified form of the fittest individual evolved during experiment 3, as judged during the evaluation phase.
appear. This effect did not hamper the experiments due to the speed at which overtraining set in. These redundant nodes are similar to “junk DNA” in biological systems, and are thus referred to by the same name: introns [6]. Since the fittest individuals appeared at close to 150 generations in the first experiment, while the best individuals appeared much earlier in the other experiments, the former individual contains many more introns then the latter.

By varying the likelihood of the breeding operations, some control may be gained over the rate of change in individual makeup.

Another interesting aspect of the evolved individuals is their dissimilarity to standard tf.idf, at least in the initial two experiments. Since the initial populations were all seeded with a tf.idf individual, and since this individual was, at least initially, amongst the fittest in the population, one would have expected a mutated version of tf.idf to remain the fittest individual throughout the experimental run. This result indicates that evaluators with forms very different to tf.idf may be suitable for IR systems.

### 4.5 Summary and Conclusions

The experiments described in this chapter were run to answer the research questions posed previously. The following was determined:

- In limited applications, genetic programming techniques can generate evaluators which have better recall and precision than standard tf.idf.

- With a sufficiently large training set, it appears as if the GP approach can generalise sufficiently well to operate over a large number of domains. With only limited training data however, the approach fails.

- While a query can be performed in a time comparable to standard techniques, the training of the system is very (and perhaps prohibitively) computationally expensive. Training need only be done once however.

- Individuals with forms very different to tf.idf may be suitable as evaluators in IR systems.
The first experiment validated the applicability of the approach in a very simple and limited case. Some improvements were seen over \textit{tf.idf}. Furthermore, this experiment allowed me to discard a candidate metric in further experiments.

Experiment two evaluated the feasibility of the technique in a slightly more complex environment. This experiment yielded very poor results. I believe that this was due to the smaller data set used.

The third experiment examined how well genetic programming would function in a general domain. This was achieved by training on a dataset and testing on an unrelated dataset. Improvements of close to five percent were seen in some experimental runs. It was hypothesised that the improved performance over experiment two were achieved due to the increased size of the training dataset.

The efficiency of the approach was evaluated only in terms of training time, as it was shown in Section 3.5.4 that the runtime costs of the technique are acceptable.

The next chapter summarises the research, and provides a number of suggestions regarding future extensions to this research.
Chapter 5

Conclusions and further research

This chapter begins by summarising the research. It then provides suggestions for areas of further investigation. After examining the contributions of this research, final conclusions are given.

5.1 Summary of research

This research evaluates the effectiveness of utilising genetic programming in creating evaluators by fitting to the query space in an attempt to provide improved precision and recall. These evaluators were tested in three separate scenarios:

1. Simulating an unchanging dataset by training and evaluating on all its documents, training on some queries, and evaluating the results using the remaining queries.

2. Training on a subset of both the queries and documents, and evaluating on the remaining queries and documents. This scenario simulates the addition of new but “similar” documents to the dataset.

3. Training on one document collection, and evaluating on a second set of documents and queries. This was done to examine the effectiveness of the approach in dealing with “general” collections.

5.2 Summary of results and conclusions

The genetic programming approach seems very effective for the first scenario, performs disappointingly in the second, and provides surprisingly good results in the third. The poor results appear to stem from very fast over-specialisation by individuals as training progresses, probably due to the small size of the training dataset.

The gain in retrieval performance shown by some of the experiments run during the course of this research approach the five percent mark suggested by Savoy and Vrajitoru as an indicator of significant performance improvement. These results indicate that the method described in this document merits further investigation. As mentioned in the previous chapter, the use of larger datasets may result in an even
larger performance gain. Furthermore, some suggestions are provided below that may also aid in yielding significant performance improvements with this approach.

5.3 Future work

While some of the results presented in this report are disappointing, a number of avenues for future work exist that may greatly improve the effectiveness of this approach.

5.3.1 Modifying breeding parameters

Changing the probability of the various breeding operations, together with the manner in which individuals are selected for breeding may greatly influence the quality of solutions obtained by this approach. The primary effect of different breeding operation probabilities is the speed at which good solutions are found. As was seen in the experimental results, the best evaluators appear very early on in an experimental run, and thus an increase in this aspect is not needed. It may however be possible to evaluate a broader range of solutions by modifying the breeding parameters, leading to improved evaluators before overtraining appears. The best way to achieve this may be by looking at other fitness functions.

5.3.2 Increased dataset size

The combined results of the second and third experiment suggest that improved performance may be obtained by increasing the size of the training set. By changing training set size, it is possible to delay the onset of overtraining, as well as forcing the individuals to adapt to more general queries. Similarly, by using cross-validation techniques, it may be possible to improve performance even when utilising a small dataset.

5.3.3 Different evaluators for queries and documents

As mentioned in the background section, $t f . i d f$ often utilises slightly different formulas when creating weighting vectors for documents and queries. Since using different weighting schemes appears to improve performance in the traditional approach, it should be investigated whether benefits can be gained by evolving different evaluators for each in the approach used here.

The main problem involved in using (and investigating) this approach is the increase in the number of evaluations one needed to evaluate the fitness of an individual in training. In the worst case, where two separate populations are kept, one for document evaluators and one for query evaluators, every individual within each population must be evaluated with every individual within the other population to provide a fitness measure. Issues also arise regarding how to transfer individuals to the next generation: If individual $a$ provides good answers with individual $x$ in the other population, but poor answers when combined with individual $y$, while individual $b$ performs well with $y$ but poorly with $x$, what fitness should be assigned to each individual? A number of possible solutions exist, but it is unknown which will lead to the best final evaluators. Another solution, involving less computation, is creating only one population, with each individual comprising of two evaluators, one of which evaluates documents, while the other operates on
queries. This doubles the number of calculations required for evaluation. It may be possible to come up with schemes that operate between these two extremes.

Another problem with this approach is the reduction in convergence speed. If both evaluators are approximately of length \( n \), and the assumption is made that a query evaluator interacts in an arbitrary way with a document evaluator, it is possible to replace the two with a single evaluator of length \( \sqrt{n} \). Effectively, the dimensionality of the space searched for a valid evaluator is thus squared.

### 5.3.4 Additional terminal types and operators

Only a small number of terminal nodes were used in this research. By adding new terminal nodes, individuals may be evolved that make use of more of the meaning from within documents and queries. By adding specific terminals, it may be possible to represent most current information retrieval methods. With sufficiently complex terminals, it should be possible to make use of semantic meaning from within the texts.

With the advantages provided by these new terminals come costs. Many complex terminals are very computationally expensive if used indiscriminantly. For example, a terminal that returns the distance in tokens between arbitrary pairs of words immediately causes a quadratic increase in the number of computations that must be performed. Some terminals are clearly even more expensive, while others complicate the structure of individuals by introducing the need for more complex operators, and perhaps some form of type checking.

It may be possible to create more complex evaluators by increasing the number of usable operators. It has however been shown [6] that evolved programs can very often create more complex operators by combining a number of simple operators. To obtain the greatest effect, the new operators should therefore not be easily derivable from any existing operators.

As mentioned earlier, another use for more complex operators is to support the existence of different terminals. For example, if boolean terminals are introduced (say to determine whether a certain word exists within a document), it makes sense to introduce boolean operators, as well as to add operators that enforce the closure property.

### 5.3.5 Multiple evaluation stages

Some of the techniques mentioned in this section may result in a prohibitive increase in training and evaluation time. By setting up a framework wherein all documents are evaluated using inexpensive techniques in early stages, and the most promising documents are then passed onto more computationally expensive later stages, it may be possible to reduce the amount of computation required to implement the techniques.

### 5.3.6 Relevance feedback training

The results from the previous chapter indicate that the programs evolved using GP performed poorly when documents on which they were not trained were added to the collection for evaluation purposes. It should be possible to modify the approach with a form of manual relevance feedback such that training takes place
continuously. Thus, as new documents are added to the collection, new evaluators could arise which would be better suited to the modified document set.

5.4 Contributions of this research

This research proposes a modification to the indexing function used in vector based information retrieval. Improvements in retrieval performance were seen which should directly translate to real–world IR systems. Furthermore, since only a small portion of the IR system was modified, this technique should be simple to integrate into existing systems. A full vector based IR system using this indexing function scheme would be able to leverage of other common techniques, such as relevance feedback, to further improve retrieval performance.

Due to the emergence of large electronic information stores, IR systems are becoming more and more ubiquitous. The slight improvement in retrieval performance obtained by this system can thus translate into large real world productivity gains.

5.5 Final word

While a large amount of work already exists on the utilisation of genetic programming (and other machine learning techniques) in information retrieval, much work remains to be done. Many of the commonly used techniques are empirical in nature, and an automated search (using machine learning methods) through the space of possible modifications to the base approach may yield good results.

Within the context of this research, it was seen that with operations and nodes similar to those found when performing tf.idf, genetic programming functions well in very simple cases. As more complex cases were presented to the system, it was found that a larger training set was required to obtain good results. With a sufficiently large training set, this approach looks promising, and further investigations should be conducted to determine whether the modifications suggested above can further improve the system’s performance.
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